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Effective treatment of shadows generated by the obstruction of trees and buildings is an inevitable task for extracting detailed spectral and spatial information from urban high-resolution images. Object-based shadow detection methods can take full advantages of spatial features in the urban very high resolution (VHR) images. However, the effect of different segmentation parameters for detecting shadows has not been well studied. In this study, we proposed an object-based method for shadow detection on urban high-resolution image and addressed quantitative assessment of segmentation. In proposed object-based method, a multi-scale segmentation method, known as fractal net evolution approach (FNEA), was employed to generate primitive objects; then, three spectral properties of shadows were fused based on Dempster–Shafer (D–S) evidence theory to identify shadows. In quantitative assessment, a method for ordering significance of parameters and deriving optimal parameters based on orthogonal experimental design was proposed to evaluate the impact of different segmentation variables on the accuracy of shadow detection. Experimental results indicate that the best overall accuracy (OA) for shadow detection of our method was 89.60% after segmentation parameters’ optimization and scale is the most influential parameter of FNEA segmentation parameters in determining the performance of shadow detection.

1. Introduction

With the development of remote-sensing technique, very high resolution (VHR) images have been playing an increasing role in the field of earth observation (Zhou and Troy 2008). However, shadows generated by the obstruction of trees and buildings are inevitable in the urban VHR images, which not only bring challenges to the following image processing, but also could provide geometric and semantic information of objects (Arévalo, González, and Ambrosio 2008). Therefore, developing a method for shadow detection from the urban VHR images have attracted increasing attention.

Property-based shadow detection methods (Arévalo, González, and Ambrosio 2008; Tsai 2006; Chung, Lin, and Huang 2009) with invariable colour model have been intensively studied in the past, since they can be directly applied to the original remote-sensing image data without any a priori information (Adeline et al. 2013). Generally, they can be categorized into two types: pixel-based methods (Tsai 2006; Huang, Xie, and Tang 2004) and object-based methods (Arévalo, González, and Ambrosio 2008; Zhu, Xu, and Han 2007).

Most pixel-based methods derive shadow information with the use of primarily spectral and radiometric features (Adeline et al. 2013). Although the pixel-based methods
are simple to calculate and have high efficiency, they suffer from the problems of incomplete candidate shadow areas and ‘salt and pepper’ noise. In contrast, object-based shadow detection methods have been found to be more effective in handling high-resolution imagery than their pixel-based counterparts owing to the fact that spatial information can be more readily incorporated, and thus homogenous candidate shadow areas can be made available by using segmentation steps (Benz et al. 2004).

Segmentation is a crucial step in object-based method (Feitosa et al. 2006), since different segmentation parameter settings will directly affect the final classification or target detection accuracy. Thus, it is important to evaluate the impact of different segmentation parameters on the final accuracy. The multi-scale segmentation algorithm, namely fractal net evolution approach-FNEA (Baatz and Schäpe 2000), is one of the most popular segmentation algorithms (Feitosa et al. 2006; Liu and Xia 2010; Wang, Sousa, and Gong 2004). Although FNEA has been successfully applied in ecosystem features (Karl and Maurer 2010; Addink, Jong, and Pebesma 2007) and land-cover/land-use mapping (Benz et al. 2004), few studies about object-based shadow detection with shadows’ invariable colour features incorporated with the FNEA have been reported. In addition, given the fact that FNEA includes a number of parameters, it is worthwhile to investigate how these parameters affect on the final shadow detection results. To this end, our overall objectives are two fold: (1) to develop a new object-based method for shadow detection with FNEA segmentation; (2) to assess the impact of various FNEA segmentation parameters on the accuracy of shadow detection. In this paper, we propose an object-based shadow detection with Dempster–Shafer (D–S) evidence theory (Shafer 1992) method (OBSDD-S method) to combine different shadows’ spectral properties. Then an approach for parameters’ influence evaluation based on orthogonal experimental design is proposed to acquire the order of the FNEA segmentation parameter by their significance, and obtain optimal parameters for OBSDD-S method.

2. Object-based shadow detection with the high-resolution image

2.1. Procedure of object-based shadow detection with the high-resolution image

There are two steps in the OBSDD-S method. First, a multi-scale segmentation method is employed to segment the image so as to derive the primitive image objects. Second, these objects are further classified as shadows or non-shadows based on a criterion, which is obtained by D–S evidence theory in fusion of three spectral properties of shadows. In this paper, an accuracy assessment for shadow detection according to Tsai (2006) was adopted, including overall accuracy (OA), commission/omission error, and Kappa coefficient.

The flowchart of our proposed method is illustrated in Figure 1. The procedures of this method are shown below:

![Figure 1. Flowchart of proposed object-based shadow detection method with the VHR remote-sensing image.](image-url)
(1) Multi-scale segmentation using high-resolution image with RGB (Red Green Blue) colour model, described in Section 2.2;
(2) Extraction of candidate shadow areas according to three spectral properties \( F_1, F_2, \) and \( F_3 \), which will be defined in Section 2.3;
(3) Detection of shadows based on establishments of the criteria that incorporates basic probability assignment functions (BPAF) in D–S evidence theory. The definition of BPAF is presented in Section 2.4.

2.2. Multi-scale segmentation

The multi-scale segmentation algorithm, namely FNEA embedded in Definiens™, is a bottom-up region-growing technique to form homogenous objects starting with single pixel (Benz et al. 2004). The final FNEA segmentation result is optimized by numerous iterative steps. In each step, a pair of adjacent objects is merged as a new image object, which yields the minimum growth of heterogeneity measurement \( f_m \). The merging process will stop when \( f_m \) exceeds a user-defined threshold \( f \) decided by scale parameter \( s \), which determines the average size of final objects (Liu and Xia 2010). \( f \) is assigned as the square of \( s \) (Tong et al. 2012) in this paper. \( f_m \) is obtained by calculating a weighted sum of colour and shape heterogeneity (colour/shape weight: \( w_{\text{colour}}/w_{\text{shape}} \), s.t. \( w_{\text{colour}} + w_{\text{shape}} = 1 \)). Weight of each spectral band (for aerial image in this study, weight of each band is \( w_R, w_G, \) and \( w_B \)) is involved in the calculation of colour heterogeneity. Similarly, shape heterogeneity is decided with regard to the weight of smoothness and compactness (\( w_{\text{smooth}}/w_{\text{compact}} \), s.t. \( w_{\text{smooth}} + w_{\text{compact}} = 1 \)). Therefore, there are eight parameters (\( w_{\text{colour}}, w_{\text{shape}}, w_{\text{smooth}}, w_{\text{compact}}, w_R, w_G, w_B, \) and \( s \)) in the FNEA segmentation. All the parameters are non-negative, and all the weights are smaller than 1.

2.3. Selections of spectral properties in shadow detection

Spectral properties of shadows are effective in detecting shadows (Tsai 2006). In this paper, we select three invariable shadows’ properties calculated from RGB and HSI (Hue Saturation Intensity) colour model (Tsai 2006; Zhu, Xu, and Han 2007).

(1) \( F_1 \): Hue in HSI colour model (Gonzales and Woods 2006). The definition of hue is shown as Equation (1). \( R, G, \) and \( B \) denotes the red, green, and blue band values in RGB colour model, respectively. Generally, the difference of the hue values between shadows and non-shadows is significant.

\[
F_1 = \begin{cases} 
\theta & G \geq B \\
2\pi - \theta & G < B
\end{cases}, \theta = \cos^{-1}\left\{\frac{1}{2}\left[\frac{(R-G)+(R-B)}{(R-G)^2+(R-B)(G-B)}\right]^{\frac{1}{2}}\right\}
\]

(1)

(2) \( F_2 \): \( F_2 \) equals the difference between blue and green bands. It is a measurement to describe the degree of colour inclined to blue band.

(3) \( F_3 \): Difference between intensity and saturation in HSI model. \( I \) represents intensity and \( S \) denotes saturation, as Equation (2).

\[
\begin{align*}
F_3 &= I - S \\
S &= 1 - 3 \times \min(R,G,B)/(R + G + B) \\
I &= (R + G + B)/3
\end{align*}
\]

K-means classification is selected to classify the image of three shadows’ properties into two classes: shadows and non-shadows, respectively. For each property \( F_i \) (\( i = 1, 2, 3 \)) image after classification, there is a binary image (candidate shadow and non-shadow
areas are assigned as 0 and 1 in the binary image, respectively). These binary images are the input data of forming the criteria in shadow detection based on D–S evidence theory, which is described in Section 2.4.

### 2.4. Object-based shadow detection with Dempster–Shafer evidence theory

Because of the complexity of real land cover, it is hard to extract shadows with only one single spectral property or simple intersection of the three spectral properties. In order to increase the accuracy of shadow detection, it is feasible to set a criterion taking account of complementarities of the three spectral properties. To this end, D–S evidence theory (Lu, Trinder, and Kubik 2006; Zhu, Xu, and Han 2007) was adopted in our proposed method.

D–S evidence theory employs BPAF in fusion of the probability of each evidence to describe the probability of an event happened (Shafer 1992), e.g. fusing the probability of the object being shadow in each feature to determine the final probability in this paper. A finite set of propositions is defined as $\Theta$, whose power set is $2^\Theta$. Supposing $A$ is an non-empty subset of $2^\Theta$, and $m(A)$ denotes the BPAF of $A$, representing the degree of belief in the proposition depicted by $A$. BPAF $m: 2^\Theta \rightarrow [0, 1]$, satisfying two conditions: $m(\emptyset) = 0$ and $\sum_{A \in 2^n} m(A) = 1$. For $q$ pieces of independent evidences and $g$ types of $A_r$ ($\forall A_r \in 2^\Theta, A_r \neq \emptyset$, and $r = 1, 2, \ldots, g$), $m_n(B_n)$ denotes BPAF calculated from the evidence $n$ ($1 \leq n \leq q$, $q \geq 3$), and $\exists B_n \in \{A_1, A_2, \ldots, A_g\}$. Thus, $m(A)$ is defined as Equation (3), denoting the $A$’s probability in fusion of $q$ pieces of evidences’ probability.

$$m(A) = \left[\sum_{B_1 \cap B_2 \cdots \cap B_q = A} \left(\prod_{1 \leq n \leq q} m_n(B_n)\right)\right] / \left[1 - \sum_{B_1 \cap B_2 \cdots \cap B_q = \emptyset} \left(\prod_{1 \leq n \leq q} m_n(B_n)\right)\right]$$

In this study, there are three evidences ($F_1$, $F_2$, and $F_3$). Supposing $\Theta = \{h_0, h_1\}$, where $h_0$ represents the objects of shadow areas and $h_1$ addresses that of non-shadow areas. So, $\{h_0\}$, $\{h_1\}$, and $\{h_0, h_1\}$ are three non-empty subset of $2^\Theta$. There is a series of objects of the image $O_i$ ($j = 1, 2, \ldots, k$) after multi-segmentation. $m_i(h_0)$, $m_i(h_1)$, and $m_i(h_0, h_1)$ are defined as Equation (4) (Zhu, Xu, and Han 2007).

$$m_i(h_0) = \left(\frac{N_{ShawdowCount,i}^j}{N_{TotalCount,i}^j}\right) p_i$$

$$m_i(h_1) = \left(1 - \frac{N_{ShawdowCount,i}^j}{N_{TotalCount,i}^j}\right) p_i$$

$$m_i(h_0, h_1) = 1 - p_i$$

where $p_i$ is the confidence of property $F_i$ ($i = 1, 2, 3$). In this letter, $p_i$ is assigned as OA of the corresponding binary image in property $F_i$. $N_{ShawdowCount,i}^j$ and $N_{TotalCount,i}^j$ denotes the candidate shadow pixel numbers and total pixel numbers in object $j$ for property $F_i$, respectively. The $m_i(h_0)$, $m_i(h_1)$, and $m_i(h_0, h_1)$ combined with three properties can be calculated by Equations (3) and (4). If the Equation (5) is satisfied, the object $j$ is detected as the shadow area (Zhu, Xu, and Han 2007).

$$\begin{cases} m_i(h_0) > m_i(h_1) \\ m_i(h_0, h_1) > m_i(h_0) \end{cases}$$

### 2.5. Evaluation of FNEA parameters’ influence upon the OBSDD-S

Configurations of proper parameters for FNEA play a critical role in OBSDD-S method, but there is little research about assessing influence of various parameters in FNEA on shadow detection. So, two parts for the evaluation of influence are conducted in our paper. In the first part, the optimal five-parameter combination of FNEA segmentation ($w_{colour}$, $w_{shape}$, $w_{compact}$,
$w_{\text{smooth}}$, and $f$) for the OBSDD-S method was acquired through orthogonal experimental design (OED) (Taguchi 1986; Franek and Jiang 2013). In addition, order of significance for three independent parameters ($w_{\text{colour}}$, $w_{\text{compact}}$, and $f$) among the five parameters were calculated by a manner derived based on OED. In the second part, the impacts of the three band weights ($w_R$, $w_G$, and $w_B$) in FNEA segmentation on OBSDD-S method’s accuracy are tested. At the end, the optimal set of parameters for FNEA segmentation was accomplished.

(1) Part 1: Contrary to full factorial analysis, OED applies an orthogonal array to exhaustively study the independent parameters by running a limited number of experiments, which has been widely utilized in quality control and manufacturing process optimization (Taguchi 1986; Zhu et al. 2013). Generally, there are two steps in parameter learning with OED (Franek and Jiang 2013).

First, an appropriate orthogonal array is selected according to parameters setting and experiments scheme. Orthogonal array generally represents a matrix $L_t^l(u)$, where $t$ is the number of experimental runs, $l$ is the number of sampling levels per parameter, and $u$ is the maximum independent number of parameters involved in this matrix. Three independent parameters ($w_{\text{compact}}$, $w_{\text{colour}}$, and $f$) are involved in the calculation of the orthogonal array $L_{25}(5^6)$ (Chen et al. 2007), because $w_{\text{smooth}}$, $w_{\text{shape}}$ can be correspondingly calculated from $w_{\text{compact}}$ and $w_{\text{colour}}$. Only part of $L_{25}(5^6)$ (Chen et al. 2007) was adopted, as shown in Table 2, because the number of independent parameters is less than the maximum independent number of parameters involved in $L_{25}(5^6)$. In addition, due to the fact that $w_R$, $w_G$, and $w_B$ have to sum to one and thus are not independent, for simplify, we set all the three weights equal to 1/3 and be invariant in this part.

Second, analysis of means (ANOM) is conducted upon 25 experimental runs to evaluate the parameters’ influence, including the optimum parameters combination and order of significance among all the parameters. Specifically, average effect $E_x$ denotes the mean of the OBSDD-S method results’ OA, and OA of these results are acquired when parameter $x$ is at level $E$ value (five sampling levels: $E = I, II, III, IV, V$). If $E_x$ is the maximum among all the average effects for $x$, this value at level $E$ is considered as the optimum parameter for $x$. Furthermore, the significance for parameter $x$ is decided by the difference between the maximum and minimum average effects among all levels. The bigger difference ($\Delta_x$) means the higher significance. Beside the two steps above, if the optimum parameter combination acquired by ANOM is not one of the original parameter combinations in the orthogonal array, a confirmation test (Franek and Jiang 2013) is needed. Specifically, if the OA resulted in optimum parameters is higher than the maximum OA among the 25 runs in Table 2, these optimum parameters are accepted. If not, the parameters yielding maximum OA is considered as the final optimum parameter combination.

(2) Part 2: $w_{\text{colour}}$, $w_{\text{shape}}$, $w_{\text{compact}}$, $w_{\text{smooth}}$, and $f$ were fixed as the optimal five-parameter combination obtained from the first part. Evaluation of $w_R$, $w_G$, and $w_B$ is accomplished through adding incremental of 0.2 to each band weight, shown in the lower graph in Figure 3. The parameters, which yield maximum OA in this part, is considered as the optimum parameters.

3. Experimental results and discussion

In order to evaluate our proposed method, A WILD 15/4 UAGA-F camera aerial image from Beijing was adopted as the test image in Figure 2(a). This image had a size of 512 pixels × 512 pixels, and the centre of it is located at 39°52’33.98” N, 116°27’46.99” E. There are several land cover types in this image, such as buildings, vegetation, bare soil, and shadows.
3.1. Shadow detection results of the OBSDD-S

The reference shadow result was acquired by a careful visual interpretation, shown in Figure 2(b). The shadow detection results of OBSDD-S is shown in Figure 2(c) acquired with $w_{\text{colour}} = 0.3$, $w_{\text{shape}} = 0.7$, $w_{\text{compact}} = 0.9$, $w_{\text{smooth}} = 0.1$, $f = 100$, $w_R = 0.2$, $w_G = 0.6$, and $w_B = 0.2$. This FNEA parameters’ setting was optimized, yielding the highest OA in shadow detection (89.60%) among all the following experiments. How to obtain the optimum FNEA parameters for the OBSDD-S is illustrated in Section 3.2. We obtained candidate shadow areas for $F_1$, $F_2$, and $F_3$ (Figure 2(d)–(f)) after k-means classification. For Figure 2(b)–(f), the black/white areas are shadow/non-shadows areas. There are many ‘speckles’ in the images (Figure 2(d)–(f)), because the three candidate shadow images are extracted in a per-pixel manner through the corresponding spectral properties. The OA of these three binary images of candidate shadow (Figure 2(d)–(f)) are 78.92%, 77.67%, and 88.07% respectively, which are all lower than that of results by the OBSDD-S (Figure 2(c)). It shows that our proposed method can take into consideration of the information based on three aspects of candidate shadows and obtain a better final result. For comparative purpose, two shadow detection methods from Chung, Lin, and Huang (2009) and Huang and Zhang (2012) were used in our paper. The OA of two comparative methods and our method (Figure 2(c)) are shown in Table 1, suggesting OBSDD-S has better performance than two comparative methods. For Chung et al.’s method, we used the parameters value recommended in their paper. Chung et al.’s method didn’t have relatively high performance, which may be because of a lack of parameters optimization step in their method. Besides, Huang and Zhang’s method takes advantage of the high local contrast between shadows and their neighbouring non-shadow to extract shadows. But some shadows may be misclassified as non-shadows since local contrast within the shaded areas are still existed.

<table>
<thead>
<tr>
<th>Method</th>
<th>Chung et al.’s</th>
<th>Huang and Zhang’s</th>
<th>OBSDD-S</th>
</tr>
</thead>
<tbody>
<tr>
<td>OA(%)</td>
<td>68.54</td>
<td>85.54</td>
<td>89.60</td>
</tr>
</tbody>
</table>

Figure 2. (a) The test aerial image, (b) reference image of shadows, (c) the result of the OBSDD-S method having the best performance among all the experiments, (d)–(f) candidate shadows obtained from three spectral properties of shadows ($F_1$, $F_2$, and $F_3$), respectively.
3.2. Evaluation of FNEA parameters’ influence upon the OBSDD-S

In this part, we use the evaluation method described in Section 2.5 to make an assessment of the influence of FNEA parameters. It should be noted that in order to evaluate the impact of various parameters on the OBSDD-S performance objectively, in the following two parts of the experiments, three parameters in D–S evidence theory (\(p_1 = 0.79\), \(p_2 = 0.78\), and \(p_3 = 0.88\)) were fixed, so was the input data (except segmented image after FNEA).

3.2.1. Part 1: evaluation of \(w_{\text{colour}}\), \(w_{\text{shape}}\), \(w_{\text{compact}}\), \(w_{\text{smooth}}\), and \(f\)

There are 25 runs, three independent parameters, and five levels for each parameter in the orthogonal array, which is as shown Table 2. In this table, OA, commission/omission error and kappa coefficient are also shown to illustrate the performance of shadow detection. \(w_R\), \(w_G\), and \(w_B\) are all set as 1/3 in this part of experiment, which is described in Section 2.5. The five levels for \(w_{\text{compact}}\) and \(w_{\text{colour}}\) are assigned as 0.1–0.9 in the steps of 0.2, and \(s\) is sampled as 10–50 in the steps of 10. Thus, the five levels of \(f\) are 100, 400, 900, 1600, 2500, respectively. The average effects at different levels for each parameter are presented as \(I_x\) to \(V_x\) (\(x = w_{\text{compact}}, w_{\text{colour}}, f\)) in Table 2. Similarly, \(\Delta_x (x = w_{\text{compact}}, w_{\text{colour}}, f)\) are also present in Table 2 to measure the significance of its corresponding parameter.

<table>
<thead>
<tr>
<th>Experimental run</th>
<th>(w_{\text{compact}})</th>
<th>(w_{\text{colour}})</th>
<th>(f)</th>
<th>OA (%)</th>
<th>Commission error (%)</th>
<th>Omission error (%)</th>
<th>Kappa coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1</td>
<td>0.1</td>
<td>100</td>
<td>89.33</td>
<td>17.06</td>
<td>5.62</td>
<td>0.79</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>0.3</td>
<td>400</td>
<td>88.91</td>
<td>17.36</td>
<td>6.36</td>
<td>0.78</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>0.5</td>
<td>900</td>
<td>88.45</td>
<td>17.69</td>
<td>7.16</td>
<td>0.77</td>
</tr>
<tr>
<td>4</td>
<td>0.1</td>
<td>0.7</td>
<td>1600</td>
<td>88.24</td>
<td>18.43</td>
<td>6.46</td>
<td>0.76</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>0.9</td>
<td>2500</td>
<td>88.15</td>
<td>18.73</td>
<td>6.21</td>
<td>0.76</td>
</tr>
<tr>
<td>6</td>
<td>0.3</td>
<td>0.1</td>
<td>400</td>
<td>88.46</td>
<td>18.11</td>
<td>6.37</td>
<td>0.77</td>
</tr>
<tr>
<td>7</td>
<td>0.3</td>
<td>0.3</td>
<td>900</td>
<td>88.54</td>
<td>18.06</td>
<td>6.23</td>
<td>0.77</td>
</tr>
<tr>
<td>8</td>
<td>0.3</td>
<td>0.5</td>
<td>1600</td>
<td>88.65</td>
<td>17.78</td>
<td>6.38</td>
<td>0.77</td>
</tr>
<tr>
<td>9</td>
<td>0.3</td>
<td>0.7</td>
<td>2500</td>
<td>87.80</td>
<td>18.88</td>
<td>6.99</td>
<td>0.76</td>
</tr>
<tr>
<td>10</td>
<td>0.3</td>
<td>0.9</td>
<td>100</td>
<td>89.23</td>
<td>16.83</td>
<td>6.32</td>
<td>0.78</td>
</tr>
<tr>
<td>11</td>
<td>0.5</td>
<td>0.1</td>
<td>900</td>
<td>87.48</td>
<td>17.83</td>
<td>9.81</td>
<td>0.75</td>
</tr>
<tr>
<td>12</td>
<td>0.5</td>
<td>0.3</td>
<td>1600</td>
<td>87.84</td>
<td>19.01</td>
<td>6.60</td>
<td>0.76</td>
</tr>
<tr>
<td>13</td>
<td>0.5</td>
<td>0.5</td>
<td>2500</td>
<td>87.33</td>
<td>18.53</td>
<td>9.06</td>
<td>0.74</td>
</tr>
<tr>
<td>14</td>
<td>0.5</td>
<td>0.7</td>
<td>100</td>
<td>89.12</td>
<td>17.08</td>
<td>6.23</td>
<td>0.78</td>
</tr>
<tr>
<td>15</td>
<td>0.5</td>
<td>0.9</td>
<td>400</td>
<td>89.24</td>
<td>16.71</td>
<td>6.47</td>
<td>0.78</td>
</tr>
<tr>
<td>16</td>
<td>0.7</td>
<td>0.1</td>
<td>1600</td>
<td>87.78</td>
<td>17.64</td>
<td>9.25</td>
<td>0.75</td>
</tr>
<tr>
<td>17</td>
<td>0.7</td>
<td>0.3</td>
<td>2500</td>
<td>87.51</td>
<td>17.92</td>
<td>9.55</td>
<td>0.75</td>
</tr>
<tr>
<td>18</td>
<td>0.7</td>
<td>0.5</td>
<td>100</td>
<td>89.40</td>
<td>16.52</td>
<td>6.34</td>
<td>0.79</td>
</tr>
<tr>
<td>19</td>
<td>0.7</td>
<td>0.7</td>
<td>400</td>
<td>89.48</td>
<td>16.33</td>
<td>6.43</td>
<td>0.79</td>
</tr>
<tr>
<td>20</td>
<td>0.7</td>
<td>0.9</td>
<td>900</td>
<td>88.76</td>
<td>17.63</td>
<td>6.32</td>
<td>0.77</td>
</tr>
<tr>
<td>21</td>
<td>0.9</td>
<td>0.1</td>
<td>2500</td>
<td>85.44</td>
<td>19.15</td>
<td>13.72</td>
<td>0.70</td>
</tr>
<tr>
<td>22</td>
<td>0.9</td>
<td>0.3</td>
<td>100</td>
<td>89.58</td>
<td>16.35</td>
<td>6.10</td>
<td>0.79</td>
</tr>
<tr>
<td>23</td>
<td>0.9</td>
<td>0.5</td>
<td>400</td>
<td>89.56</td>
<td>16.23</td>
<td>6.36</td>
<td>0.79</td>
</tr>
<tr>
<td>24</td>
<td>0.9</td>
<td>0.7</td>
<td>900</td>
<td>89.15</td>
<td>17.08</td>
<td>6.13</td>
<td>0.78</td>
</tr>
<tr>
<td>25</td>
<td>0.9</td>
<td>0.9</td>
<td>1600</td>
<td>88.62</td>
<td>17.94</td>
<td>6.21</td>
<td>0.77</td>
</tr>
</tbody>
</table>

The order of significance \(f > w_{\text{colour}} > w_{\text{compact}}\)

Optimal level before confirmation test \(w^I_{\text{compact}}, w^V_{\text{colour}}, f^I\) Final optimal level \(w^V_{\text{compact}}, w^I_{\text{colour}}, f^I\)
From Table 2, we can make two conclusions based on ANOM described in Section 2.5:

1) The significance of a parameter is decided by its range of average effect at each level, as shown in Table 2. So, our study reveals that the order of parameters’ significance is \( f > w_{\text{colour}} > w_{\text{compact}} \). It illustrates that scale parameter is a very important parameter in FNEA for shadow detection, which can be also found in Benz et al. (2004).

2) The optimal level for parameter \( x \) is determined by the maximum value of \( /C_2^2 \) to \( V_x \) (highlighted by dash box in Table 2). To this end, Table 2 indicates that the optimal value for \( w_{\text{compact}}, w_{\text{colour}} \) and \( f \) are 0.1, 0.9, and 100, respectively. Since this optimal parameter set is not same as any parameter combination among the 25 runs, a confirmation test is needed. The OA of confirmation test (\( w_{\text{compact}} = 0.1, w_{\text{colour}} = 0.9, f = 100, \) and \( w_R = w_G = w_B = 1/3 \)) is 89.27%, which is lower than the maximum OA (the 22nd run’s OA: 89.58%, highlighted by dash box in Table 2) among the 25 runs. Thus, the 22nd parameter combination (\( w_{\text{compact}} = 0.9, w_{\text{colour}} = 0.3, \) and \( f = 100 \)) is selected as the final optimal parameters for this part of experiments. According to Table 2, the commission/omission error of the 22nd run is the third/second lowest among all the 25 runs. It shows a good balance between the over-detection and under-detection for shadow.

3.2.2. Part 2: evaluation of \( w_R, w_G, w_B \)

In this part of experiments, \( w_{\text{colour}}, w_{\text{shape}}, w_{\text{compact}}, w_{\text{smooth}}, \) and \( f \) were assigned to 0.3, 0.7, 0.9, 0.1, and 100, which are the optimal five-parameter combination obtained from the first part experiment. Analysis of \( w_R, w_G, \) and \( w_B \) was conducted according to method in Section 2.5. Hereby, the scheme of value assignment for \( w_R, w_G, \) and \( w_B \) (the lower figure), and results of OA for the OBSDD-S method acquired with its corresponding combination of \( w_R, w_G, \) and \( w_B \) (the top figure) is shown in Figure 3. Specifically, for the lower figure, the height of bar in
each colour denotes the weight value of its corresponding band (e.g. \(w_R\), \(w_G\), and \(w_B\) is 0.2, 0.2, and 0.6 in the 8th experiment, respectively). The red line in the top figure is the linear fit of OA (\(y = 0.00658x + 89.29484\)) for 21 runs in this part. It indicates that there is an ascending trend of OA when \(w_R\) increases. The parameter combination of 10th experiment (\(w_{\text{colour}} = 0.3, w_{\text{shape}} = 0.7, w_{\text{compact}} = 0.9, w_{\text{smooth}} = 0.1, f = 100, w_R = 0.2, w_G = 0.6,\) and \(w_B = 0.2\)) was considered as the final optimal parameters for OBSDD-S method. Because the 10th experiment not only has the highest OA value (89.60%) among all the 21 tests, but also has a better performance than the maximum OA (89.58%) in the part 1 experiment.

Experimental results (Table 2 and Figure 3) suggest that OBSDD-S method has good and stable performance in urban shadow detection with the VHR remote-sensing image. Besides, There is nearly no ‘salt and pepper’ phenomena in the results of OBSDD-S, and detected shadows are all in complete shape. Water may be misclassified as shadow by OBSDD-S method because water has the similar spectral responses with shadow (Li, Gong, and Sasagawa 2005). So removing water prior to shadow detection is necessary for water-existence study site. Furthermore, results indicate that OED is an effective method to optimize segmentation parameters in a reasonable number of experiments runs. OED could be applied in optimization of other multi-parameters approach for remote-sensing image from two aspects in the future: (1) optimal parameters calculation, which yields the best performance; (2) analysis of significance for each parameter, which derives some empirical knowledge for the following study. But a limitation of OED is that all the parameters involved in the orthogonal array should be independent. So, only Section 3.2.1 uses OED since \(w_R\), \(w_G\), and \(w_B\) are related to each other. We didn’t iterate between part 1 and part 2 because the optimal parameter combination generated after these two parts yielding a pretty good performance (OA: 89.60%). The study about iteration optimization is our future task.

4. Conclusions

In this paper, we proposed an object-based shadows detection method with FNEA segmentation and D–S evidence theory. Results suggest that our proposed OBSDD-S method can get a good and stable performance for urban shadow detection. Until now, few literature studies OED as a parameters optimization approach for object-based processing in the VHR image. Therefore, our work focuses on the employment of OED to evaluate the impact of parameters variability in FNEA upon shadow detection and obtain the optimal combination with a limited computational cost. The results show that OED can find out the optimal parameter combination generated after these two parts yielding a pretty good performance (OA: 89.60%). The study about iteration optimization is our future task.
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