Abstract—In this paper, we propose a hyperspectral image anomaly detection model by the use of background joint sparse representation (BJSR). With a practical binary hypothesis test model, the proposed approach consists of the following steps. The adaptive orthogonal background complementary subspace is first estimated by the BJSR, which adaptively selects the most representative background bases for the local region. An unsupervised adaptive subspace detection method is then proposed to suppress the background and simultaneously highlight the anomaly component. The experimental results confirm that the proposed algorithm obtains a desirable detection performance and outperforms the classical RX-based anomaly detectors and the orthogonal subspace projection-based detectors.
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I. INTRODUCTION

HYPERSPECTRAL images (HSIs) [1], [2] span the visible, near-infrared, and mid-infrared portions of the spectrum (0.4–2.5 μm) in many contiguous and very narrow spectral bands (normally about 0.010 μm wide per band). The significant information about the spectral characteristics of the materials in the hyperspectral scene can be potentially used to exploit and discriminate different objects on the basis of their unique spectral signatures. This discriminative capability has led to two major applications: 1) classification [3], [4]; and 2) target detection [5]–[8]. Anomaly detection (AD) [9], [10] is a special case of the latter application, in which no a priori information about the spectra of the targets of interest is available [9]. In the literature, the most well-known benchmark AD method is the Reed–Xiaoli (RX) [11]–[13] algorithm, which assumes a multivariate Gaussian distribution for modeling an optical image, and is a constant false alarm rate (CFAR) [10] adaptive method [11]. As a promising technique, AD has been widely used in many applications, such as detecting crop stress locations in precision agriculture, rare minerals in geology, oil pollution in environmental research, landmines in the public safety and defense domain, and man-made objects in reconnaissance and surveillance applications [14].

Considering the complicated remote sensing background scene, the large number of possible objects of interest, and the uncertainty, AD still faces some obstacles. First, the way of defining a target of interest is ambiguous, as some pixels detected as a target in a local region will belong to the background in a global view. Second, the burdensome construction of an accurate model of the complicated background exacerbates the difficulty of the extraction of anomalies, as the background model cannot be precisely obtained by single- or multiple-Gaussian models. Moreover, with the limitation of the spatial resolution, subpixel objects are a fundamental challenge for AD in HSIs. In recent years, various approaches have been developed to deal with these problems. Carlotto [15] utilized a Gaussian mixture model (GMM) [10] and clustered all the pixels into several subspaces to detect man-made objects and changes in the scene. Developed from the linear mixing model (LMM) [16]–[18], an orthogonal subspace projection (OSP) method has also been introduced in an unsupervised manner [17], such that the background components can be suppressed via OSP to improve the AD performance. Moreover, some nonlinear detectors, such as kernel RX [18], support vector data description (SVDD) [19], and so on, have also been proposed to handle the nonlinear separability of hyperspectral data.

Sparsity of signals, an emerging and extremely powerful tool in many classical signal processing applications [20]–[22], denotes that most natural signals can be compactly represented by only a few coefficients in a certain basis or dictionary, with almost no performance loss [23]–[25]. With the development of compressed sensing (CS) [26] and sparse coding, this approach has been applied in many different computer vision and pattern recognition applications [7], [27]–[30]. With respect to some bases with meaningful semantic information, the similar high-dimensional natural signals can be assigned to a low-dimensional subspace, which can nonlinearly extract the desirable semantic information for the subsequent decision and analysis. The use of sparsity as a constraint often leads to state-of-the-art performance, since the CS theory ensures excellent recovery of the sparse signal. For hyperspectral target detection, Chen et al. [7] constructed two subdictionaries from the background and the target prior, and set the target detection problem as a special binary sparse representation classification (SRC) [27] task, under the assumption that the background and target should be distributed in two different subspaces.
Our major concern in this paper is the hyperspectral AD problem, and we propose a relaxed binary hypothesis model with the natural highly redundant prior of the background and the low-rank characteristic of the HSI. Considering the complicated land-cover distribution of HSIs, the statistical assumption is often ideal and the estimation of the background is hard to determine [16]. In the proposed method, the pixels in a local neighborhood with similar spectra are assumed to belong to limited subspaces, which belong to the dictionary constructed under the highly redundant background prior. If the center test pixel is anomalous, the active dictionary bases used to simultaneously represent the surrounding background pixels should be dissimilar to the center anomaly. On the other hand, when the center pixel is a normal one, it can be predicted by the aforementioned active bases. By comparing the reconstruction results, an unsupervised adaptive subspace detector is proposed to check whether there is any salient difference and judge whether the center pixel is an anomaly or not. The robust background estimation is effectively implemented by the use of the simultaneous sparsity constraint, and ensured by the low-rank prior of the local neighborhood, as theoretically analyzed in [31]. In view of this, the center test pixel can be linearly represented by the selected background subset, if and only if a nonignorable component of the center test pixel also belongs to the subspace spanned by the selected background subset. Based on the robust background estimation property, the proposed local AD method is named “background joint sparse representation detection” (BJSRD).

We next introduce the relationship between the proposed method and the other hyperspectral anomaly detectors. The overcomplete background dictionary in the proposed algorithm contains multiple background subspaces, which flexibly select the underlying bases for the local neighboring pixel set, and can effectively and simultaneously detect multiclass anomalies in a complicated background. The cluster-based anomaly detector (CBAD) [15], which utilizes a GMM to characterize the spectral pixels from nonhomogeneous and multicomponent scenes, is strictly dependent on the previous clustering procedure, and is limited in real time. The OSP-based algorithms [20], [34] often roughly divide the data into one background subspace and one target subspace, and cannot adequately analyze the patterns of each kind of land cover. Moreover, unlike the other detectors based on statistical hypothesis testing, the sparsity model in the proposed approach has the flexibility of modeling the complicated characteristics of the background of the HSI.

Compared with the sparsity model-based hyperspectral target detection method in [7], significant differences can be found as follows. First, the algorithm in [7] employs supervised target detection, a binary classification case based on the collaborative representation (CR) mechanism [32] of the well-known sparse representation classifier in [27]. However, the proposed method refers to unsupervised AD, which is based on the high-background redundancy of the HSI scene. The second difference is the dictionary learning stage. In fact, the BJSR step of the proposed AD method is equivalent to a dictionary learning approach which aims at pruning the original dictionary and adaptively obtaining the distinct background one, with an adaptive noise baseline. The target detection approach in [7] also uses the classical K-SVD [33] method to learn the dictionary, due to the computational efficiency.

This paper is organized as follows. Section II briefly reviews sparse representation (SR) and joint sparse representation (JSR) for HSIs. Section III proposes the BJSRD method for hyperspectral imagery. The experimental results of the proposed algorithm are given in Section 4. Finally, Section 5 concludes the paper.

II. BRIEF REVIEW OF RELATED WORKS

A. SR

In a sparsity model, it is assumed that a signal can be approximated by a sparse linear combination of elements from a basis set or dictionary. A hyperspectral signal can be denoted as \( s \in \mathbb{R}^B \), where \( B \) is the number of bands. Given a matrix \( A \in \mathbb{R}^{B \times N} \) with \( B \ll N \) as an overcomplete dictionary, it is believed that the signal \( s \) can be approximately represented by multiplying the dictionary \( A \) with a sparse vector \( \alpha \), in which only a few entries are nonzero. The sparse vector \( \alpha \) can be obtained by solving the following optimization problem:

\[
\alpha = \arg \min_{\alpha} \| A\alpha - s \|_2 \quad \text{s.t.} \quad \| \alpha \|_0 \leq K_0
\]

where \( K_0 \) is the given upper bound of the sparsity level. It is clear that these aforementioned problems are NP-hard. In general, there are two effective ways of solving these problems: the greedy pursuit-based algorithms [34], [35] and the \( \ell_1 \)-norm convex relaxation algorithms [36]–[38].

B. JSR

For a hyperspectral scene, the majority of the neighboring pixels in a local patch usually consist of similar materials. All the similar pixels can be jointly represented in the same low-dimensional feature subspace with different compact coefficients [39]. Tropp et al. [35] noted that a simultaneous sparse approximation problem requires a good approximation of several input pixels at once, using different linear combinations of the same elementary signals. This kind of approximation problem can be solved by the joint sparsity model (JSM) [40].

For a hyperspectral patch \( S = [s_1 s_2 \ldots s_n] \in \mathbb{R}^{B \times n} \), it can be reconstructed under the JSM with the \( B \times N \) structured dictionary \( A \)

\[
S = [s_1 s_2 \ldots s_n] = [A\alpha_1 + \varepsilon_1 A\alpha_2 + \varepsilon_2 \ldots A\alpha_n + \varepsilon_n] = A\left( \alpha_1 0 \cdots 0 A\right) + \Sigma = A\Psi + \Sigma
\]

where \( \Psi \) is the set of all the sparse coefficient vectors \( \{\alpha_i\}_{i=1,\ldots,n} \) is the number of pixels in the patch, and \( \Sigma \) is the model error matrix. In the JSM, it is assumed that all the columns \( \{s_i\}_{i=1,\ldots,n} \) share a common sparsity pattern, which means that these signals are located in the same low-dimensional subspace of the dictionary. It is believed that the low-dimensional subspace spanned by the active atoms of \( A \) is the most informative and distinct base for \( S \), and \( \Sigma \) physically
represents the noise level of the patch. The optimization model corresponding to (2) can be expressed as
\[
\Psi = \arg \min_{\Psi} \|A\Psi - S\|_F^2, \quad \text{s.t. } \|\Psi\|_{\text{row},0} \leq K_0 \tag{3}
\]
where \(\|\cdot\|_{\text{row},0}\) denotes the number of nonzero rows of \(\Psi\). The optimal solution \(\Psi\) is a row-sparse matrix with \(L\) nonzero rows. For the different solutions to the optimization model (3), please refer to [35], [41].

C. RX AD

Based on the assumption that HSI data can be represented by a multivariate normal (Gaussian) distribution, Reed and Yu [11] proposed the well-known RX anomaly detector. Denoting the pixel after subtracting the mean value from each one as \(s_c\), the two competing hypotheses of the RX algorithm are
\[
H_0 : s_c = e, \quad \text{Anomaly absent}
\]
\[
H_1 : s_c = at + e, \quad \text{Anomaly present} \tag{4}
\]
where \(a = 0\) under \(H_0\), and \(a > 0\) under \(H_1\). \(e\) represents the background clutter noise process, and \(t\) is the spectral signature of the anomaly target. Both the target signature \(t\) and background covariance \(C_b\) are unknown, and the model of (4) assumes that the hyperspectral data arise from two normal probability density functions with the same covariance matrix but different means. In general, a more appropriate model should have different covariance structures, considering the multiple kinds of background and the complicated anomaly spectra. For this classical anomaly detector, the RX algorithm converges to a simple version
\[
\text{RX} (s_c) = (s_c - \hat{\mu})^T \hat{R}^{-1} (s_c - \hat{\mu}) \overset{\text{if}}{\underset{H_0}{<}} \eta \tag{5}
\]
where \(\eta\) is the threshold of the test, \(\hat{R}\) is the background covariance matrix estimated from the reference background clutter data, and \(\hat{\mu}\) is the estimated background sample mean.

III. PROPOSED FRAMEWORK

In this section, we first review the spatial window setting for the local AD method [10], and then describe the pixel detection processing in detail.

A. Dual Spatial Window Setting

For the dual windows shown in Fig. 1, the test pixel is colored in red, and the guard window sized \(g^2\) is colored in light orange. The dual windows are effective in preventing some potential target pixels becoming mixed with the outer neighboring pixel set. On the outside of the guard window, we set a local neighboring window (colored in blue) with \(n = b^2 - g^2\) pixels. The possible cases for this pixel set can be categorized as: 1) all the pixels in this local neighboring pixel set are background, and they consist of a few types of land cover; 2) the majority of the pixels, except for one or two anomalous pixels, are background; and 3) the majority or all the pixels are anomalies, which is believed to never happen in reality, due to the low probability of anomaly pixels in the hyperspectral scene. Therefore, the proposed AD method, which utilizes the local dual window set, focuses on the first two cases.

B. Proposed AD Method for the Center Test Pixel

For the test pixel, we first construct the spatial window, as described in Section III-A, and then set the center pixel as \(s_c \in \mathbb{R}^B\) and the local neighboring pixel set as \(S = [s_1 s_2 \ldots s_n] \in \mathbb{R}^{B \times n}\).

For the proposed AD method, the hypothesis test is
\[
H_0 : s_c = B\alpha_b + e, \quad \text{Anomaly absent}
\]
\[
H_1 : s_c = B\alpha_b + t + e, \quad \text{Anomaly present} \tag{6}
\]
where \(B\) is the background basis matrix to \(s_c\), \(\alpha_b\) is the associated background coefficient vector, \(t\) is the unknown anomaly component of \(s_c\), and \(e\) is the random noise with low energy, which is complicated in real HSIs. When the \(H_1\) case holds, it is believed that there is some unignorable anomaly component \(t\) in \(s_c\). In this way, the \(H_1\) hypothesis can be rewritten as \(s_c = B\alpha_b + m\), where \(m\) is mixed with the noise and anomaly component, which occupies an unignorable energy part of the test pixel. In view of this, the main issues under the hypothesis test are two aspects: 1) background basis matrix \(B\) construction with the unsupervised information; and 2) the evaluation criteria for the judgment of the aforementioned “unignorable” contribution. In the proposed method, the first term is handled by the BJSR process, and the latter problem is addressed by a combination of the following procedures (Fig. 2).

1) Robust BJSR: Background estimation and suppression techniques [3], [42]–[44] have been studied for a long time, but they are often sensitive to the following judgment procedures. To judge whether the center pixel is abnormal or not, the most straightforward idea is to predict it with its surrounding pixels in the outer window, and a successful prediction can be expected when only the background information contributes to the prediction of the center pixel. However, as the local neighboring pixel set \(S\) may be mixed with several potential abnormal signatures, such decision-making hardly suggests a desirable AD performance. In view of this, we propose an adaptive background basis matrix construction method by the use of the BJSR, which adaptively estimates the local background information of the center pixel.

We first construct the overcomplete dictionary from the hyperspectral scene for the BJSR to linearly represent the local neighboring pixel set \(S = [s_1 s_2 \ldots s_n] \in \mathbb{R}^{B \times n}\). We stack all
the pixels in the scene as a matrix $H \in \mathbb{R}^{B \times H}$, in which $H$ is the number of pixels, and $B$ refers to the number of spectral bands. Assuming that there are $C_{bn}$ categories of background materials and $C_{tn}$ categories of anomaly targets, the columns of the matrix $H$ are reordered by category, without loss of generality. In view of this, the matrix can be shown as $H = [B_{C_{b1}} \ldots B_{C_{bn}}, T_{C_{t1}} \ldots T_{C_{tn}}]$, where $B_{C_{bi}}$ contains $N_{bi}$ background pixels belonging to category $C_{bi}$ ($bi = b1, \ldots, bn$), $T_{C_{ti}}$ contains $N_{ti}$ target pixels belonging to category $C_{ti}$ ($ti = t1, \ldots, tn$), and $H = \sum_{bi=b1}^{bn} N_{bi} + \sum_{ti=t1}^{tn} N_{ti}$. That is to say, there are $C_{bn} + C_{tn}$ low-dimensional subspaces associated with the respective land-cover types in the hyper-dimensional space spanned by $H$.

Some representative cases of the background information from the local scenario $S$ are analyzed and shown in Fig. 3. For simplicity, the noise components of $S$ [as in the instance of Fig. 3(d)] are assumed to be subtracted in advance, and then the detailed distribution of each class cluster in each case is shown in the associated subfigure.

Case 1: Only background pixels in $S$, as in Fig. 3(b). Selection of the representative spectral components of $S$ can reach the desired goal for background estimation.

Case 2: A nonnegligible anomalous cluster in the local scenario $S$, as shown in Fig. 3(c). Considering the very small size of the anomaly panel, this case can never happen in reality.

Case 3: Several anomaly pixels implanted in the surrounding background cluster, as shown in Fig. 3(e). In this case, reducing the influence of these unexpected anomalies is required for an acceptable background estimation step.

To sum up the potential cases of $S$, it is suggested that a robust background estimation calls for dealing with the cases in which there are some existing anomaly pixels in the surrounding neighborhood. We therefore introduce a robust background estimation method based on a sparse constraint. Suppose a column of $S$ named $s_j$ ($j = 1, \ldots, n$) belongs to class $C_{bi}$, then it can be compactly represented by a linear combination of the pixels of $B_{C_{bi}}$.

$$s_j = B_{C_{bi}} \beta_{C_{bi},j} + \xi_j$$  \hspace{1cm} (7)\

where $\beta_{C_{bi},j}$ is an unknown $N_{bi}$-dimensional coefficient vector, and $\xi_j$ is the random noise. Since there is no prior for judging the label of the pixel $s_j$ as $C_{bi}$ to remove the anomaly target subdictionaries from the matrix $H$, we utilize $H$ as the overcomplete dictionary to solve the sparse coefficient vector.
and the irrelevant background subspaces from the original overcomplete dictionary \( \mathbf{H} \), is the adaptive background basis set to the central test pixel \( s_c \), and is equivalent to \( \mathbf{B} \) in (6).

By the use of SOMP, the characteristics of \( \Sigma \) can be denoted as

\[
\Sigma = \mathbf{S} - \tilde{\mathbf{A}} \Psi = \mathbf{S} - \tilde{\mathbf{A}} \left( \tilde{\mathbf{A}}^T \tilde{\mathbf{A}} \right)^{-1} \tilde{\mathbf{A}}^T \mathbf{S} = \left( \mathbf{I} - \tilde{\mathbf{A}} \left( \tilde{\mathbf{A}}^T \tilde{\mathbf{A}} \right)^{-1} \tilde{\mathbf{A}}^T \right) \mathbf{S} = \mathbf{P}_B s
\]

where \( \mathbf{P}_B \) represents the background orthogonal complementary subspace. As the majority of \( \mathbf{S} \) is background land cover, the average energy of \( \Sigma \) reflects the noise level of this neighborhood, and the contribution of the potential anomaly component in the neighborhood can be smoothed.

To select the active set from \( \mathbf{H} \), the stopping criterion of SOMP contains three parameters. First, the upper bound of the joint sparsity level \( L \) is related to the intrinsic dimension of the hyperspectral scene, which is low rank (as discussed in [45]). For the background estimation, it is believed that \( L \) plays the dominant role, and the final residual threshold should be robust over a wide reasonable range. In addition, it should be mentioned that the residual is proportional to the noise of the scene, and the reference scopes of these parameters may require some adjustment, according to the specific quality and the content of the hyperspectral image. The detailed characteristics of the parameters, as illustrated by the experiments, are described in Section III-B2.

2) Anomaly Detector Construction: We next analyze the characteristics of the center pixel \( s_c \), based on the active dictionary atoms selected by the BJSR in the last step. Induced from the orthogonality utilized in each iteration of SOMP, each atom of \( \tilde{\mathbf{A}} \) can be considered as the most representative basis of the local neighboring pixel set. In this way, the linear projection (LP) by the use of \( \tilde{\mathbf{A}} \) can be shown as

\[
s_c = \tilde{\mathbf{A}} \tilde{\alpha} + \xi_c
\]

where \( \tilde{\alpha} \) denotes the fractional abundance of the most representative spectral component, and \( \xi_c \) denotes the tolerance error. For simplicity, the unconstrained LP is utilized as (10). Since \( \tilde{\mathbf{A}} \) is an adaptive subdictionary selected from \( \mathbf{H} \), such an unconstrained LP approach should induce a sparse and superior solution, as suggested in [32], [46]. To minimize the unconstrained LP error, it can be determined using a least-squares solution \( \xi_c = s_c - \tilde{\mathbf{A}} \tilde{\alpha} = \mathbf{P}_B^T s_c \).

For the proposed AD algorithm, the different cases can be analyzed as follows:

Case 1: \( s_c \) contains no anomalies, and the \( H_0 \) hypothesis holds. Considering the spatial correlation of \( s_c \) with its surrounding neighboring background, \( s_c \) can be successfully reconstructed by (11), and \( \xi_c \) denotes the noise, which is similar to the atoms of \( \Sigma \). That is to say, the energy of \( \xi_c \), represented as \( \| \xi_c \|_2 \), should be comparable to the average energy of \( \Sigma \).

Case 2: \( s_c \) is a pure anomaly pixel to its surrounding background. In this case, \( s_c \) can be modeled as
s_c = t + n = ξ_c, where ξ_c should maintain the principal component with respect to the orthogonal subspace of ̂A, and the LP (10) mostly fails. Therefore, \|ξ_c\|_2 should be significantly larger than the average energy of Σ.

Case 3: s_c is a mixed pixel containing some anomalous components, and the H1 hypothesis holds. In this case, some unignorable anomalous signatures t are mixed in s_c, as shown in (6). For an HSI with a reasonable signal-to-noise ratio (SNR), it is believed that ξ_c = t + n should be dominated by t, and \|ξ_c\|_2 should still be in multiples of the base average energy of Σ. In view of this, it is reasonable that the detector be modeled as

\[ d = \frac{\|P_B s_c\|_2^2}{\sum \|P_B s_i\|_2^2/n} = \frac{s_c^T P_B s_c}{\text{mean}(s_i^T P_B s_i)}, \quad i = 1, \ldots, n \] (12)

where s_i is the ith pixel in the dual window. It can be seen that the formulation of the proposed method is a matched filter, and it can be considered as an unsupervised extended version of the adaptive subspace detector [47].

As described above, the proposed AD algorithm is robust in two aspects. First, the only assumption for the AD method refers to the overcompleteness of the dictionary H and the limitation of the anomalies, no matter what the distribution or size of the anomalous objects and the background land cover are. In view of this, it is worth mentioning that the dictionary H can also be constructed by a local search window centered at the test pixel, instead of the whole scene, in consideration of the computational cost in practical applications. Although this kind of approach may weaken the prior of the high redundancy of the dictionary H, some potential interfering bases will also be removed in advance, which improves the representation performance. The effectiveness of this technique is validated in the experimental section. Second, the proposed AD method can tolerate some potentially confusing anomaly signatures in the local background S. In the BJSR step, the anomaly part is modeled into the noise, and only the principal component of S, that is the background information, is utilized to automatically prune the rest of the subspace of H and to maintain the adaptive and pure local background basis matrix ̂A.

C. Final Scheme for BJSRD

The implementation details of the proposed BJSRD algorithm for HSI are shown in Table I.

When utilizing the full scene as the original overcomplete dictionary, the computational burden for each pixel to be tested by the proposed AD algorithm is \(O(nLBH + LB^2)\), where the local background representation costs \(O(nLBH)\) by SOMP, and the \(P_B^⊥\) construction and the final detection cost \(O(LB^2)\), as \((\hat{A}^T \hat{A})^{-1} \hat{A}^T\) can be obtained simultaneously from SOMP. In this way, the computational burden for the whole scene is \(O(nLBH^2 + LB^2H)\). In practice, the computational complexity can be reduced to \(O((nH + B)LBd^4)\) when utilizing a smaller search window instead of the full scene to construct H, where \(d^2 < H\) denotes the size of the search window.

The proposed approach is superior to the well-known local RX (LRX) detector for the following reasons. First, \(P_B^⊥\) alleviates the interference from the potential anomaly component in the neighborhood, as the joint sparsity constraint ensures the purity of the selected representative background basis. Second, the computational complexity of the local version of the proposed approach is less than that of LRX, as the covariance matrix inverse costs \(O(n^3 + B^3)\) for each pixel.

IV. EXPERIMENTS

We investigated the effectiveness of the proposed algorithm with two widely used real HSI datasets. The detectors of global RX (GRX), LRX [11], low possibility detection (LPD) [3] based on OSP [18], and a recent low-rank subspace decomposition method for global RX detection (referred to as LRD-GRX) [48] were used as the benchmarks in this study. To obtain a fair comparison, each detection map was linearly normalized by its maximum value in the performance evaluation step. All the methods and experiments were carried out using MATLAB on a PC with a single 3.50-GHz processor and 16.0 GB of RAM.

A. Dataset Description

The first real dataset, obtained from an aircraft platform with a HYperspectral Imagery Collection Experiment (HYDICE) sensor, can be freely downloaded from the website of the Army GeoSpatial Center (www.agc.army.mil/hypercube/). With a spectral resolution of 10 nm and a spatial resolution of 1 m, this dataset contains a vegetation area, a construction area, and several roads, on which there are some vehicles. The full image size is 307 × 307 pixels, with 210 spectral channels in the VNIR–SWIR range. In this experiment, the low-SNR and water absorption bands were eliminated so that 160 bands remained.

A subscene sized 80 × 100 in the upper right of the whole scene was used in this experiment, as shown in Fig. 4(a). It can be seen that the anomaly panels with different sizes are mainly vehicles located in different backgrounds, the positions of which are shown in Fig. 4(b). With the help of the minimum noise fraction (MNF) and the pixel purity index (PPI) modules in ENVI 4.7, it was revealed that the rest of the pixels in the scene were all composed of the four main background objects: 1) asphalt; 2) grass; 3) trees; and 4) soil, the detailed spectra of which are shown in Fig. 4(c). In addition, the details of the anomaly target spectra are shown in Fig. 4(d).

The second real dataset covers an agricultural area of the State of Indiana, USA, in 2008, and was obtained by the Hyperion sensor onboard NASA’s Earth Observing-1 (EO-1) satellite. This dataset has 242 bands with a spectral resolution of 10 nm over 357–2576 nm. After removal of the low-SNR bands and the uncalibrated bands, a 150 × 150 subimage containing 149 spectral bands was used. The anomalies come from the storage silo and the roof, and are shown in Fig. 5(d). The background object endmembers were extracted, including padded field, crops, and water, and constituted the majority of the whole
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B. Detection Performance

For the proposed algorithm, the upper bound of the sparsity level \( L \) of the overcomplete background dictionary \( \mathbf{H} \) was varied from 5 to 50. For the dual spatial window, the size of the local neighboring window was varied from \( 3 \times 3 \) to \( 17 \times 17 \), while the search window \( d \times d \) was varied from \( 5 \times 5 \) to \( 33 \times 33 \) for both data sets. The size of the guard window was set from \( 1 \times 1 \) to \( 5 \times 5 \). In all the experiments, the parameters for each algorithm in each case were set as the optimal, as described in this section, and a detailed analysis of the roles of these parameters is presented in Section IV-C.

image pixel dataset, as shown in Fig. 5(c). We ensured that all of the pixels spectrally different from these endmembers were selected, and the rest of the pixels were all from the three background endmembers.

### Table II

<table>
<thead>
<tr>
<th>AD</th>
<th>GRX</th>
<th>LRX</th>
<th>LPD</th>
<th>LRD-DRX</th>
<th>BJSR</th>
<th>BJSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>HYDICE</td>
<td>AUC 0.9856</td>
<td>0.9949</td>
<td>0.9949</td>
<td>0.9910</td>
<td>0.9989</td>
<td>0.9956</td>
</tr>
<tr>
<td>Times</td>
<td>0.89</td>
<td>280.90</td>
<td>0.75</td>
<td>3.25</td>
<td>15.99</td>
<td>1.09e4</td>
</tr>
<tr>
<td>Hyperion</td>
<td>AUC 0.9977</td>
<td>0.9996</td>
<td>0.9998</td>
<td>0.9978</td>
<td>0.9999</td>
<td></td>
</tr>
<tr>
<td>Times</td>
<td>2.04</td>
<td>115.08</td>
<td>1.72</td>
<td>5.69</td>
<td>16.94</td>
<td></td>
</tr>
</tbody>
</table>

The quantitative results and the running times of the two hyperspectral image datasets are shown in Table II. The area under the receiver operating characteristic (ROC) curve (AUC) was utilized to evaluate the detection performance for each detector. The AUC metric varies between \([0, 1]\), and a larger value is associated with a better detection result. In Table II, the best results for each quality index are labeled in bold, and the second-best results for each quality index are underlined.

The detection results and the binary detection map at 1e-3 FAR for each AD method are shown in Figs. 6 and 7, respectively. In addition, the representative ROC [9] curves under different fraction cases and the statistical separability analysis for these two datasets are shown in Fig. 8, respectively.

AD methods project the vectored pixels into an ideal decision plane, where anomaly pixels should be highlighted and background pixels should be suppressed. For the HYDICE dataset, whose background constitution is more complicated than the Hyperion dataset, the number of subspaces cannot be easily fixed, which causes the inferior result of LPD. The detection performance of LRX was better than that of GRX, since the spatial distribution of the anomalies in this dataset encourages the local window to avoid the interruption from the complex background in the whole scene. For the global-based detectors, it is noted that LRD—RXD is superior to the others, as the low-rank prior can effectively enhance the detector. In the meantime, the global-based detectors mistreat several pixels on the right side and the upper left Y-shaped pathway as anomalies, as shown in Fig. 6(a), (c), and (d). For the relatively simple Hyperion dataset, a similar performance can be seen in Fig. 7(a), (c), and (d), as a vertical strip in the scene is also wrongly highlighted. In this dataset, LPD provides an acceptable detection result, as the parameter of the subspace number can successfully estimate the background in the scene. As can be seen in the binary maps, the global-based detectors cannot effectively consider some of the local environmental variation, as shown in the false alarms located in the right edge of Fig. 6(f) and (i) for the HYDICE dataset and those located in the lower right of Fig. 7(f) and (i) for the Hyperion dataset. In short, when compared with the global-based detectors, the local detectors are better at suppressing the background components, and the proposed algorithm gives the best result. From the quantitative point of view, the ROC curves and AUC values suggest a similar story.

We continue to analyze the separability of the aforementioned AD algorithms in Fig. 8(c) and (d). These subfigures report the output target detection test result range of all the AD methods in the test datasets in five groups. Each group has...
Fig. 6. Detection performances of the AD algorithms for the real HYDICE dataset: (a)–(e) refer to the detection probability result of (a) GRX, (b) LRX, (c) LPD, (d) LRD-GRX, and (e) BJSRD; (f)–(j) refer to the binary map @ 1e-3 FAR of (f) GRX, (g) LRX, (h) LPD, (i) LRD–GRX, and (j) BJSRD; and (k) is the reference location.

Fig. 7. Detection performances of the AD algorithms for the real Hyperion dataset: (a)–(e) refer to the detection probability result of (a) GRX, (b) LRX, (c) LPD, (d) LRD-GRX, and (e) BJSRD; (f)–(j) refer to the binary map @ 1e-3 FAR of (f) GRX, (g) LRX, (h) LPD, (i) LRD–GRX, and (j) BJSRD; and (k) is the reference location.

Fig. 8. ROC curves and statistical separability analysis of the AD algorithms: (a) and (b) ROC curves of the HYDICE and Hyperion datasets, respectively; (c) and (d) statistical separability analysis of the HYDICE and Hyperion datasets, respectively.

For the running time comparison, the running times of each of the AD algorithms implemented in MATLAB code are shown in the second item of Table II. Here, it can be seen that the global-based methods are faster than the local-based methods. Furthermore, LPD with one singular value decomposition (SVD) calculation and GRX with one covariance matrix inverse calculation are the fastest. The main computational burden for the LRD–GRX method comes from the SVD calculations in the iteration of the low-rank constraint-based preprocessing. The global version of the proposed work BJSRD(f), which utilizes the whole scene to construct the original dictionary $H$, calls for enormous computational burden. The result of BJSRD(f)
with the Hyperion dataset is omitted, as it costs far more than 1e5 s. It can still be seen that the AUC value of BJSRD is inferior to BJSRD, as the local approach ignoring the irrelevant pixels far away from $S$ leads to a more stable estimation by the use of SOMP. For the local-based methods, the optimal parameter settings are shown in Table III. In these cases, it is shown that BJSRD is faster than LRX, which calls for multiple local inverse covariance estimation. Compared with the global methods, the computational load of the JSR is the main drawback of the proposed BJSRD. To sum up, although the proposed method takes the most time, the burden is still acceptable when considering its superior detection performance.

### C. Parameter Analysis

This section examines the effect of the parameters on the detection performance of the proposed BJSRD algorithm. The optimal parameter settings for BJSRD are shown in Table III. In this experiment, we fixed the other parameters as the corresponding optimal and focused on specific parameter(s) at a time. For the two-dimensional (2-D) subfigures below, each horizontal axis is the parameter, and the vertical axis shows the AUC. For the three-dimensional (3-D) subfigures, the two horizontal axes are the related parameters, while the vertical axis records the AUC value.

1) **Dual Spatial Window:** We first varied the size of the local neighboring window $g \times g$ from $1 \times 1$ to $25 \times 25$ (where $1 \times 1$ means no guard window) and the outer window $b \times b$ was varied from $5 \times 5$ to $17 \times 17$ for the proposed BJSRD, and a larger range for LRX, to investigate the effect of the dual window size. In Fig. 9(b) and (d), the AUC increases with the growth of the dual window size, and then begins to slowly decrease after the maximum value. It should be noted that most dual window sets can still obtain a reasonable detection result, which verifies the robustness of this parameter set. Meanwhile, as seen in Fig. 9(a) and (c), LRX requires many more neighboring pixels to estimate the surrounding background information, and it costs more running time in practice.

2) **Size of Dictionary:** For the size of the local dictionary, the value was ranged from 9 to 37 for all the experiments, to investigate the sensitiveness of the proposed algorithm. As shown in Fig. 10, it is suggested that this term is relatively stable. In this way, it is believed that setting a local search window to construct the dictionary, instead of the whole scene, is meaningful, not only for the sake of the computational complexity, but also for a more robust detection performance. Considering the complicated background distribution of the real data experiments, the size of the local window and the size of the search window needed to be large enough to fully construct the major background information of the local patch.

3) **Parameters of the SOMP Step:** Finally, the residual threshold $\epsilon$ was varied from $L1e^{-7}$ to $1e^{-1}$, and the upper bound of the sparsity level $L$ was varied from 2 to 15 for the two datasets. Since these two parameters are related to the SOMP step, a 3-D plot is utilized to simultaneously display the performances. It can also be seen in Fig. 11 that the residual threshold is insensitive to the detection result over a wide reasonable range, as the optimal residual threshold value is omitted in Table III. Once $\epsilon$ exceeds a certain threshold, the local neighboring pixel set will be linearly reconstructed with a large residual, which cannot be utilized to measure the separability of the test pixel and its surrounding neighborhood pixels. For the upper bound of the sparsity level, the performance is
quite stable, which validates the effectiveness of utilizing only a few active dictionary atoms to linearly represent the local neighboring pixel set. As fully analyzed in [45], it also worth mentioning that the optimal $L$ value is related to the dominant background components. In view of this, the detailed optimal values mentioned before suggest that the proposed algorithm is not sensitive to the joint sparsity level, and the low-rank characteristic of the HSI plays the key role. All in all, the parameter setting is quite robust within the proposed algorithm, which shows an acceptable detection performance over a large parameter range.

V. CONCLUSION

This paper has proposed a JSR-based framework for HSI AD. The proposed algorithm utilizes the redundant background information in the hyperspectral scene, and automatically deals with the complicated multiple background classes, without estimating the statistical information of the background. Whether the test pixel belongs to an anomaly or not, it is judged by measuring the length of the matched projection on the orthogonal complementary background subspace that is estimated by the JSR. The proposed BJSRD method was tested on two widely used real HSI datasets, and the experimental results confirm the effectiveness of the proposed anomaly detector.

The proposed framework could still be further improved in some aspects. For instance, the proposed method works well under the assumption that the subspace for each background and target is linearly divisible; however, nonlinear cases should also be considered. A method of designing a unified overcomplete dictionary is also of interest. Our future work will therefore focus on how to extend the proposed detector to a nonlinear kernel and a global version.
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