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Abstract—In this paper, we present a spatial spectral hyperspectral image (HSI) mixed-noise removal method named total variation (TV)-regularized low-rank matrix factorization (LRTV). In general, HSIs are not only assumed to lie in a low-rank subspace from the spectral perspective but also assumed to be piecewise smooth in the spatial dimension. The proposed method integrates the nuclear norm, TV regularization, and $L_1$-norm together in a unified framework. The nuclear norm is used to exploit the spectral low-rank property, and the TV regularization is adopted to explore the spatial piecewise smooth structure of the HSI. At the same time, the sparse noise, which includes stripes, impulse noise, and dead pixels, is detected by the $L_1$-norm regularization. To tradeoff the nuclear norm and TV regularization and to further remove the Gaussian noise of the HSI, we also restrict the rank of the clean image to be no larger than the number of endmembers. A number of experiments were conducted in both simulated and real data conditions to illustrate the performance of the proposed LRTV method for HSI restoration.

Index Terms—Hyperspectral image (HSI), low-rank matrix factorization, rank constraint, restoration, total variation (TV).

I. INTRODUCTION

HYPERSPECTRAL image (HSI) data are acquired by high spectral resolution sensors, and consist of hundreds of contiguous narrow spectral band images. With the wealth of available spectral information, hyperspectral imagery has been found to be very useful for many remote sensing applications. However, hyperspectral imaging sensors unavoidably introduce noise into the acquired HSI data during the imaging process, which severely degrades the quality of the imagery and limits the precision of the subsequent processing, including classification [1], unmixing [2], [3], and target detection [4]. It is therefore an important preprocessing step to reduce the noise in hyperspectral imagery.

To date, many different HSI denoising methods have been proposed for the restoration of HSIs. HSI data contain hundreds of spectral channels, and each channel can be regarded as a gray-level image. On the other hand, each pixel can also be regarded as a 1-D signal. As a result, the simplest way is to utilize the traditional 2-D or 1-D denoising methods to reduce noise in the HSI band by band [5], [6] or pixel by pixel [7]. However, this kind of processing method ignores the correlations between different spectral bands or adjacent pixels and often results in a relatively low-quality result. In recent years, a number of algorithms have been proposed that combine the spatial and spectral information for HSI noise removal. Othman and Qian [8] proposed a hybrid spatial spectral derivative-domain wavelet shrinkage model, which benefits from the dissimilarity of the signal regularity in the spatial and spectral dimensions of the HSI. By treating the HSI as a 3-D multidimensional data cube, multidimensional Wiener filtering (MWF) [9], [10] and high-order rank-1 tensor decomposition [11], which jointly take into account the spatial spectral information, have also been adopted to denoise HSIs. In [12], the nonlocal similarity and spectral spatial structure of the hyperspectral imagery were introduced into a sparse representation framework. To sum up, all these spatial spectral methods have achieved comparable denoising results.

Total variation (TV) regularization is a powerful method in image processing. The TV-based algorithm is a very popular denoising approach because of its effectiveness in preserving edge information and the spatial piecewise smoothness [13], [14]. Apart from the image denoising processing field, TV regularization has been explored in many other image processing fields, e.g., superresolution [15], segmentation, and image reconstruction [16]. Recently, TV-based methods have also been extended to HSI restoration. In [17], a spectral spatial TV approach was used for HSI restoration. In [18], Kuieteig et al. proposed an iterative TV architecture for HSI reconstruction. Taking the spectral noise differences and the spatial information differences into consideration, Yuan et al. [19] proposed an HSI restoration algorithm employing a spectral spatial adaptive TV (SSAHTV) model. Despite their good performance in image processing, the TV-regularized methods still face some problems in impulse noise removal. Notably, TV regularization negatively affects the values of the pixels that are not impulse corrupted. To remedy this problem, two-phase methods have been considered for natural images in several papers [20], [21].
In these approaches, in the first phase, a median-type filter is used to identify the impulse-corrupted (sparse noise) pixel set, and in the second phase, the data-fidelity term of the model utilizes only the uncorrupted pixels to restore the corrupted image. A two-phase approach has also been used in HSI mixed-noise removal [22] and achieved comparable results.

In recent years, low-rank matrix factorization has been widely utilized as another powerful tool for image analysis, web search, and computer vision [23]–[25]. The low-rank model describes the problem of finding and exploiting low-dimensional structures in high-dimensional data. For an HSI, spectrally adjacent bands typically exhibit strong correlations, and spatially adjacent pixels in the HSI are also typically highly correlated, which both reveal the low-rank structure of hyperspectral imagery. Based on this fact, low-rank matrix factorization has recently been used in HSI denoising. One of the most famous traditional low-rank-based methods is principal component analysis (PCA) [26], which uses orthogonal transformation to convert the hyperspectral imagery into a set of linearly uncorrelated variables called principal components (PCs). Unfortunately, this classical method has two major drawbacks. First, it is sensitive to outliers; however, HSIs are often contaminated by outliers such as stripes, deadlines, impulse noise, and so on. Second, it mainly exploits the correlation between spectral bands, ignoring the spatial piecewise smoothness of local neighborhood pixels. In [23], Candès et al. solved the first problem and proposed the robust PCA (RPCA) model. They modeled the outliers as a sparse matrix and proved that, when the rank of the low-dimensional matrix and the distribution of the outlier matrix obey certain conditions, there is a high probability of recovering the low-rank matrix and the outlier matrix. This strategy has been successfully used in HSI mixed-noise removal [27]–[31] and has achieved state-of-the-art results. On the other hand, embedded in the spatial information, the low-rank model has been combined with other techniques to solve the second issue by simultaneously utilizing both the spectral and spatial information. In the method proposed in [32], PCA is first applied to the HSI, and the low-variance PCs are subsequently filtered by a 2-D bivariate wavelet shrinkage, and then by a 1-D dual-tree complex wavelet transformation, for each pixel. In [33], Zhao et al. exploited sparse coding to model the global redundancy and correlation (RAC) and the local RAC in the spectral domain and then used a low-rank constraint to deal with the global RAC in the spectral domain.

As we know, HSIs are often contaminated by several different types of noise, e.g., Gaussian noise, impulse noise, dead pixels, and stripes. In this paper, as in [27], we model impulse noise, dead pixels, and stripes as sparse noise, and we propose an HSI mixed-noise removal method by combining low-rank matrix factorization and TV regularization. From one aspect, the HSI is assumed to lie in a low-rank subspace, and the low-rank matrix factorization-based method can be used to efficiently separate the low-rank clean image and the sparse noise. Unfortunately, this model cannot effectively remove the heavy Gaussian noise because of the absence of an appropriate spatial constraint. In addition, as the intensity of the Gaussian noise increases, the effect of the low-rank and sparse matrix separation may be significantly degraded. From another aspect, the HSI is also assumed to be piecewise smooth in the spatial dimension, and the TV-based method can be adopted to effectively remove the Gaussian noise. These facts inspire us to integrate the low-rank model and the TV model. The low-rank model is used to capture the spectral correlations, and the TV regularization is utilized to capture the spatial piecewise smooth structure. It is worth mentioning that TV regularization combined with a low-rank constraint strategy has recently been utilized in HSI reconstruction [34] and fusion [35]. In this paper, we mainly focus on HSI mixed-noise removal. The main contributions of this paper are summarized as follows.

1) The low-rank matrix factorization model is studied and applied to HSI processing. From the Bayesian perspective, we also build up the relationship between the low-rank matrix factorization and the rank-constrained RPCA, which can be solved efficiently for HSI restoration.

2) TV regularization is incorporated in the low-rank matrix factorization model. The low-rank matrix factorization model is used to separate the clean spectral signal from the sparse noise, and the TV regularization is utilized to remove the Gaussian noise and enhance the spatial information.

3) The augmented Lagrange multiplier (ALM) [36]–[38] method is utilized and extended to solve the proposed model. The experimental results confirm that the proposed method clearly improves the restoration results, in comparison with some of the aforementioned techniques, in both the quantitative evaluation and the visual comparison.

The rest of this paper is organized as follows: In Section II, the TV model is studied and applied to HSI restoration. The TV-regularized low-rank matrix factorization (LRTV) model is introduced in Section III. In Section IV, both simulated and real data experiments are described and analyzed, and the conclusions are drawn in Section V.

II. TV Model for HSI Restoration

A. HSI Degradation Model

Observed HSI data that are contaminated by mixed noise, which are denoted by \( Y \in \mathbb{R}^{M \times N \times p} \), can be modeled as follows:

\[
Y = X + S + N \tag{1}
\]

where \( Y = [Y_1, Y_2, \ldots, Y_p] \), \( X = [X_1, X_2, \ldots, X_p] \), \( S = [S_1, S_2, \ldots, S_p] \), and \( N = [N_1, N_2, \ldots, N_p] \) are the Casorati matrices (a matrix whose columns comprise vectorized bands of the HSI) of the degraded HSI \( u \in \mathbb{R}^{M \times N \times p} \), the clean image \( f \in \mathbb{R}^{M \times N \times p} \), the sparse noise image \( s \in \mathbb{R}^{M \times N \times p} \), and the Gaussian noise image \( N \in \mathbb{R}^{M \times N \times p} \), respectively. The purpose of HSI restoration is to estimate the clean image \( X \) from the noisy image \( Y \).

B. MAP Restoration Model

In recent years, the maximum a posteriori (MAP) estimation theory, which inherently includes prior constraints in the form of prior probability density functions, has been attracting
attention and enjoying increasing popularity. It describes an ill-posed inverse problem and has been widely used in image processing [19]. Based on MAP estimation theory, the restoration model for an HSI can be described as the following constrained least squares problem:

$$
\hat{X} = \arg \min_{X \in \mathbb{R}^{m \times n}} \left\{ \| Y - X \|_F^2 + \tau R(X) \right\} \tag{2}
$$

where $Y$ and $X$ are described as before; $\| Y - X \|_F^2$ is the data-fidelity term, which represents the distance between the observed noisy image $Y$ and the original clear image $X$; and $R(X)$ is the regularization term, which gives a prior model of the original clear HSI. $\tau$ is the regularization parameter used to balance the tradeoff between the fidelity term and the regularization term.

### C. TV-Based HSI Restoration

The TV model was first proposed by Rudin et al. [39] to solve the gray-level image denoising problem because of its ability to effectively preserve edge information and promote piecewise smoothness. For a gray-level image $x$ of size $M \times N$, the anisotropic TV norm [40] is defined as follows:

$$
\|x\|_{TV} = \sum_{i=1}^{M-1} \sum_{j=1}^{N-1} \left( |x_{i,j} - x_{i+1,j}| + |x_{i,j} - x_{i,j+1}| \right)
$$

$$
+ \sum_{i=1}^{M-1} |x_{i,N} - x_{i+1,N}| + \sum_{j=1}^{N-1} |x_{M,j} - x_{M,j+1}|. \tag{3}
$$

It is easy to extend this gray-level TV norm to an HSI in a band-by-band manner. That is, every band of the HSI is treated as a gray-level image. The TV norm is then applied to each band, respectively, and then added together. This simple band-by-band HSI TV norm is defined as follows:

$$
\|X\|_{HTV} = \sum_{j=1}^{P} \|FX_j\|_{TV} \tag{4}
$$

in which $X_j$ represents the vector of the $j$th band of the HSI, and $F : \mathbb{R}^{MN} \rightarrow \mathbb{R}^{M \times N}$ denotes the operator that reshapes the vector of the $j$th band back into the 2-D $M \times N$ image.

After defining the TV norm of the HSI, we can treat it as a prior and incorporate it in the MAP estimation (2). The HSI restoration model can then be written as follows:

$$
\hat{X} = \arg \min_{X \in \mathbb{R}^{m \times n}} \left\{ \| Y - X \|_F^2 + \tau \|X\|_{HTV} \right\}. \tag{5}
$$

For an HSI, it is often corrupted by mixed noise, including Gaussian noise and sparse noise. In this case, it is inappropriate to impose the data-fidelity term on all the space. If the sparse noise candidate set is denoted by $\Omega$, then the TV-based HSI restoration model can be rewritten as follows [20]:

$$
\hat{X} = \arg \min_{X \in \mathbb{R}^{m \times n}} \left\{ \|P_{\Omega^C}(Y - X)\|_F^2 + \tau \|X\|_{HTV} \right\} \tag{6}
$$

where $\Omega^C$ is the complementary space of $\Omega$, and $P_{\Omega^C}$ is the orthogonal projector onto the span of the matrices vanishing in $\Omega$.

In addition, if we exactly know the sparse noise and denote it by $S$, the TV model (6) can be written as follows:

$$
\hat{X} = \arg \min_{X \in \mathbb{R}^{m \times n}} \left\{ \| Y - X - S \|_F^2 + \tau \|X\|_{HTV} \right\}. \tag{7}
$$

By carefully choosing the regularization parameter $\tau$, model (7) is equal to the constrained TV model

$$
\hat{X} = \arg \min_{X \in \mathbb{R}^{m \times n}} \|X\|_{HTV} \text{ s.t. } \| Y - X - S \|_F^2 \leq \varepsilon \tag{8}
$$

in which $\varepsilon$ represents the noise level of the Gaussian noise.

### III. LRTV FOR HSI RESTORATION

In [27], it is well known that the low-rank-based method achieves an excellent sparse noise removal performance. However, as presented in [30], the method cannot completely remove Gaussian noise, which is independently distributed on each pixel of the HSI. Furthermore, when the sparse noise is structured, the sparse part may be treated as the low-rank part, significantly reducing the performance of the low-rank and sparse matrix separation. In this part, we incorporate the TV regularization into the low-rank matrix factorization-based HSI restoration model to explore the spatial piecewise smooth structure of the HSI, as presented in Fig. 1. Unlike the two-phase method proposed in [22], we combine the low-rank constraint and the TV regularization together in a unified mathematical framework and simultaneously detect the sparse noise and restore the HSI.

#### A. Low-Rank Matrix Factorization-Based HSI Restoration

As we know, HSI data are highly structured, i.e., the HSI lies in a low-dimensional space. From the perspective of the linear spectral mixing model, each spectral signature (row of $X$) can be represented by a linear combination of a small number of pure spectral endmembers, as shown in Fig. 1. This inspires us to use the low-rank matrix factorization to model the HSI degradation as follows:

$$
Y = UV + S + N \tag{9}
$$

in which $U \in \mathbb{R}^{m \times r}$ represents the endmember matrix or “dictionary,” $V \in \mathbb{R}^{r \times n}$ can be regarded as the abundance or “coefficient” matrix, $UV$ is the low-rank matrix factorization.
of the original clean image, and \( r \) is considered as the number of endmembers.

Next, we study the low-rank matrix factorization from a probabilistic perspective and build up the low-rank matrix factorization model. Differing from the linear spectral mixing model, in the low-rank matrix factorization model, we assume that \( \mathbf{U} \) is a random dictionary. In addition, the coefficient values of the matrix \( \mathbf{V} \) are also assumed to be randomly distributed. These assumptions have been adopted in probabilistic matrix factorization [41] and Bayesian RPCA [42].

Low-rank matrix factorization (9) has been widely used in image processing and analysis [24], [25]. In model (9), we assume that each element of \( \mathbf{U} \in \mathbb{R}^{m \times r} \) and \( \mathbf{V} \in \mathbb{R}^{r \times n} \) is sampled from the Gaussian distribution, the sparse error \( \mathbf{S} \) is sampled from the Laplace distribution, and the noise \( \mathbf{G} \) obeys a Gaussian distribution. From the probabilistic view, we have the following:

\[
\begin{align*}
\mathbf{U}_{ij} &\sim \mathcal{N}(0, \lambda_u^{-1}) \quad (10) \\
\mathbf{V}_{ij} &\sim \mathcal{N}(0, \lambda_v^{-1}) \quad (11) \\
\mathbf{S}_{ij} &\sim \mathcal{L}(0, \lambda_s) \quad (12) \\
\mathbf{G}_{ij} &\sim \mathcal{N}(0, \lambda_g^{-1}) . \quad (13)
\end{align*}
\]

By treating \( \mathbf{U} \), \( \mathbf{V} \), and \( \mathbf{S} \) as model parameters, and \( \lambda_u \), \( \lambda_v \), \( \lambda_s \), and \( \lambda_g \) as hyperparameters with fixed values, we use the Bayesian estimation to find \( \mathbf{U} \), \( \mathbf{V} \), and \( \mathbf{S} \). From Bayes’ rule, we have the following MAP formulation:

\[
p(\mathbf{U}, \mathbf{V}, \mathbf{S}|\mathbf{Y}, \lambda_u, \lambda_v, \lambda_s, \lambda_g) \propto p(\mathbf{Y}|\mathbf{U}, \mathbf{V}, \mathbf{S})p(\mathbf{U}|\lambda_u)p(\mathbf{V}|\lambda_v)p(\mathbf{S}|\lambda_s). \quad (14)
\]

Thus

\[
\log p(\mathbf{U}, \mathbf{V}, \mathbf{S}|\mathbf{Y}, \lambda_u, \lambda_v, \lambda_s, \lambda_g) = -\frac{\lambda_v}{2}\|\mathbf{Y} - \mathbf{UV} - \mathbf{S}\|_F^2 - \lambda_s\|\mathbf{S}\|_1 - \frac{\lambda_u}{2}\|\mathbf{U}\|_F^2 - \frac{\lambda_v}{2}\|\mathbf{V}\|_F^2 - C \quad (15)
\]

where \( C \) is a constant term independent of \( \mathbf{U} \), \( \mathbf{V} \), and \( \mathbf{S} \). If we set \( \lambda = \lambda_u/\lambda_v \), \( \lambda'_u = \lambda_u/\lambda_g \), and \( \lambda'_v = \lambda_v/\lambda_g \), then the MAP estimation is equivalent to the following restoration model:

\[
\min_{\mathbf{U}, \mathbf{V}, \mathbf{S}} \frac{1}{2}\|\mathbf{Y} - \mathbf{UV} - \mathbf{S}\|_F^2 + \lambda\|\mathbf{S}\|_1 + \frac{\lambda'_u}{2}\|\mathbf{U}\|_F^2 + \frac{\lambda'_v}{2}\|\mathbf{V}\|_F^2 . \quad (16)
\]

We can then further simplify the low-rank matrix factorization model (16) and deduce the rank-constrained RPCA model under certain conditions. First of all, we introduce a fact, which describes the relationship between the nuclear norm and the \( \ell_2 \)-norm of the two factor matrices.

**Lemma 1:** For any matrix \( \mathbf{X} \in \mathbb{R}^{m \times n} \), the following concept holds:

\[
\|\mathbf{X}\|_* = \min_{\mathbf{U}, \mathbf{V}, \mathbf{L} = \mathbf{UV}} \frac{1}{2} (\|\mathbf{U}\|_F^2 + \|\mathbf{V}\|_F^2 ) .
\]

If \( \text{rank}(\mathbf{X}) = r \leq \min\{m, n\} \), then the aforementioned minimum is attained at a factor decomposition \( \mathbf{X} = \mathbf{UV} \), where \( \mathbf{U} \in \mathbb{R}^{m \times r} \) and \( \mathbf{V} \in \mathbb{R}^{r \times n} \).

The proof of Lemma 1 can be found in [43] and [44].

If we assume that \( \lambda'_u = \lambda'_v = \lambda_2 \) and the rank upper bound is \( r \) [i.e., \( \mathbf{U} \in \mathbb{R}^{m \times r} \) and \( \mathbf{V} \in \mathbb{R}^{r \times n} \) in (16)], then we can immediately deduce the following result using Lemma 1:

\[
\begin{align*}
\min_{\mathbf{U}, \mathbf{V}, \mathbf{S}} &\frac{1}{2}\|\mathbf{Y} - \mathbf{UV} - \mathbf{S}\|_F^2 + \lambda\|\mathbf{S}\|_1 + \frac{\lambda'_u}{2}\|\mathbf{U}\|_F^2 + \frac{\lambda'_v}{2}\|\mathbf{V}\|_F^2 \\
&= \min_{\mathbf{U}, \mathbf{V}, \mathbf{S}} \frac{1}{2}\|\mathbf{Y} - \mathbf{UV} - \mathbf{S}\|_F^2 + \lambda\|\mathbf{S}\|_1 + \lambda_2 (\|\mathbf{UV}\|_*) \\
&= \min_{\mathbf{X}, \mathbf{S} : \text{rank} (\mathbf{X}) \leq r} \frac{1}{2}\|\mathbf{Y} - \mathbf{X} - \mathbf{S}\|_F^2 + \lambda\|\mathbf{S}\|_1 + \lambda_2 (\|\mathbf{X}\|_*). \quad (17)
\end{align*}
\]

From (17), we can see that the low-rank matrix factorization restoration model (16) is the Lagrangian formalism of the rank-constrained RPCA model, which is presented as follows:

\[
\min_{\mathbf{X}, \mathbf{S} : \mathbf{X} \in \mathbb{R}^{m \times n}} \|\mathbf{X}\|_* + \lambda\|\mathbf{S}\|_1 \text{ s.t. } \|\mathbf{Y} - \mathbf{X} - \mathbf{S}\|_2^2 \leq \epsilon, \text{ rank}(\mathbf{X}) \leq r \quad (18)
\]

in which \( \epsilon \) represents the noise variance. Compared to the existing RPCA model [23], [27], it can be clearly observed that the constraint of the rank of the clean image being no larger than the number of endmembers is added in model (18). The rank of the matrix \( \mathbf{X} \), which is an intrinsic feature of an HSI image, is very meaningful in the HSI restoration process. Unfortunately, in the case of the HSI being heavily corrupted by Gaussian noise, as the nuclear norm is just an approximation of the rank constraint, the minimizer of the RPCA model may not be low rank. By restricting the rank of the clean image to be no larger than the number of endmembers, model (18) can help to further remove the noise.

While the rank-constrained RPCA model (18) is nonconvex because of the inclusion of the rank constraint, it can be solved by the ALM-based method. More details about this issue can be found in [36]. On the other hand, model (18) can be deduced from the low-rank matrix factorization model (16). Therefore, the low-rank matrix factorization observation model (9) is used to describe the HSI degradation process, and the rank-constrained RPCA optimization model (18) is adopted to restore the HSI. In addition, we also call model (18) “low-rank matrix factorization” because of their equivalence.

**B. LRTV for HSI Restoration**

From the perspective of the low-rank matrix factorization model (18), it can perfectly decompose the observed image into the low-rank image and sparse noise image. However, unfortunately, it cannot efficiently remove heavy Gaussian noise because of the absence of an appropriate spatial constraint. Furthermore, this low-rank matrix factorization model can only separate the sparse noise from the observed image in the case of the locations of the sparse noise being randomly distributed [23]. That is, for HSI data, if the stripes are located in the same place in all the bands, the low-rank matrix factorization model (18) will fail to detect these stripes and will regard the sparse noise as the low-rank component. On the other hand, from the perspective of the TV model (8), it can significantly preserve the edge information and piecewise smooth structure. However,
the spectral similarity is neglected, and the values or the locations of the sparse noise need to be predefined. All the aforementioned issues inspire us to integrate the two complementary models to restore the HSI. We can then carry out the following LRTV restoration model:

$$\min_{X, S \in \mathbb{R}^{m \times n}} \|X\|_s + \tau \|X\|_{HTV} + \lambda \|S\|_1$$

s.t. \(\|Y - X - S\|_F^2 \leq \varepsilon, \text{ rank}(X) \leq r\) \hspace{1cm} (19)

where \(\tau\) is the parameter used to control the tradeoff between the nuclear norm and the TV norm, and \(\lambda\) is the parameter used to restrict the sparsity of the sparse noise. In the LRTV model, when \(\tau\) is set to zero, the optimization (19) is degraded into a low-rank matrix regularization model \((18)\).

The LRTV model \((19)\) can simultaneously capture the spatial and spectral information of the HSI. The low-rank constraint can make use of the spectral similarity of all the pixels and can provide the sparse noise information when combined with the sparsity constraint. After the sparse noise is confirmed, the TV regularization can be used to capture the spatial information and enhance the piecewise smooth structure of each band and, as a result, promote the removal of the Gaussian noise. This will, in return, help to decompose the low-rank image and the sparse noise. As the iteration progresses, we progressively separate the sparse noise from the observed image and obtain a restored image with the spectral structure of spectral similarity and the spatial structure of piecewise smoothness.

C. Optimization Procedure

The optimization problem \((19)\) can be solved by various methods. For efficiency, we adopt the ALM \([36]\) method in this paper. We first convert \((19)\) to the following equivalent problem:

$$\min_{L, X, S \in \mathbb{R}^{m \times n}} \|L\|_1 + \tau \|X\|_{HTV} + \lambda \|S\|_1$$

s.t. \(\|Y - L - S\|_F^2 \leq \varepsilon, \text{ rank}(L) \leq r, \quad L = X\). \hspace{1cm} (20)

This problem can be solved by the ALM method, which minimizes the following Lagrangian augmented function:

$$\min_{L, X, S, \Lambda_1, \Lambda_2} \ell(L, X, S; \Lambda_1, \Lambda_2) = \min_{L, S; \Lambda_1, \Lambda_2} \|L\|_1 + \tau \|X\|_{HTV} + \lambda \|S\|_1 + \langle \Lambda_1, Y - L - S \rangle + \langle \Lambda_2, X - L \rangle$$

$$+ \frac{\mu}{2} \left( \|Y - L - S\|_F^2 + \|X - L\|_F^2 \right)$$

s.t. \(\text{rank}(L) \leq r\) \hspace{1cm} (21)

where \(\mu\) is the penalty parameter, and \(\Lambda_1\) and \(\Lambda_2\) are the Lagrange multipliers.

A natural way to solve the problem is to iteratively optimize the augmented Lagrangian function \((21)\) over one variable, while fixing the others. Specifically, in the \(k\) th iteration, we update the variables as follows:

$$L^{(k+1)} = \min_{\text{rank}(L) \leq r} \ell(L^{(k)}, X^{(k)}; S^{(k)}, \Lambda_1^{(k)}, \Lambda_2^{(k)})$$ \hspace{1cm} (22a)

$$X^{(k+1)} = \min_X \ell(L^{(k+1)}, X, S^{(k)}; \Lambda_1^{(k)}, \Lambda_2^{(k)})$$ \hspace{1cm} (22b)

$$S^{(k+1)} = \arg \min_S \ell(L^{(k+1)}, X^{(k+1)}, S, \Lambda_1^{(k)}, \Lambda_2^{(k)})$$ \hspace{1cm} (22c)

$$\Lambda_1^{(k+1)} = \Lambda_1^{(k)} + \mu \left(Y - L^{(k+1)} - S^{(k+1)}\right)$$ \hspace{1cm} (22d)

$$\Lambda_2^{(k+1)} = \Lambda_2^{(k)} + \mu \left(X^{(k+1)} - L^{(k+1)}\right)$$ \hspace{1cm} (22e)

The optimization problem is now divided into three major subproblems presented in \((22a)–(22c)\). For \((22a)\), we can deduce that

$$L^{(k+1)} = \arg \min_{\text{rank}(L) \leq r} \ell(L, X^{(k)}, S^{(k)}; \Lambda_1^{(k)}, \Lambda_2^{(k)})$$

$$= \arg \min_{\text{rank}(L) \leq r} \|L\|_1 + \langle \Lambda_1^{(k)}, Y - L - S^{(k)} \rangle + \langle \Lambda_2^{(k)}, X^{(k)} - L \rangle$$

$$+ \frac{\mu}{2} \left( \|Y - L - S^{(k)}\|_F^2 + \|X^{(k)} - L\|_F^2 \right)$$

$$= \arg \min_{\text{rank}(L) \leq r} \|L\|_1 + \mu \left( \frac{1}{2} \left( \|Y + X^{(k)} - S^{(k)}\|_F^2 - 2 \langle \Lambda_1^{(k)} + \Lambda_2^{(k)} \rangle \|\mu\| \right) \right)$$ \hspace{1cm} (23)

The step for updating \(L\) can be solved by the following Lemma 2.

Lemma 2 \([45]\): Let \(W \in \mathbb{R}^{MN \times p}\) be a given matrix, then the singular value decomposition (SVD) of a matrix \(W\) of rank \(r\) is defined as follows:

$$W = UE_rV^*, \quad E_r = \text{diag} \left\{ \sigma_i \right\}_{1 \leq i \leq r}. \hspace{1cm} (24)$$

The singular value shrinkage operator then obeys

$$D_\delta(W) = \arg \min_{\text{rank}(L) \leq r} \|L\|_1 + \frac{1}{2} \|L - W\|_F^2$$ \hspace{1cm} (25)

where

$$D_\delta(W) = UD_\delta(E_r)V^*, \quad D_\delta(E_r) = \text{diag} \left\{ \max \{ (\sigma_i - \delta), 0 \} \right\}. \hspace{1cm} (26)$$

By using Lemma 2, we can easily obtain the following optimization result of \((23)\):

$$L^{(k+1)} = D_{\delta_k} \left( \frac{1}{2} \left( Y + X^{(k)} - S^{(k)} + \left( \Lambda_1^{(k)} + \Lambda_2^{(k)} \right) / \mu \right) \right).$$ \hspace{1cm} (27)

As to subproblem \((22b)\), we have the following:

$$X^{(k+1)} = \arg \min_X \ell(L^{(k+1)}, X, S^{(k)}; \Lambda_1^{(k)}, \Lambda_2^{(k)})$$

$$= \arg \min_X \|X\|_{HTV} + \langle \Lambda_2^{(k)}, X - L^{(k+1)} \rangle$$

$$+ \frac{\mu}{2} \|X - L^{(k+1)}\|_F^2$$

$$= \arg \min_X \|X\|_{HTV} + \frac{\mu}{2} \|X - L^{(k+1)} + \frac{\Lambda_2^{(k)}}{\mu}\|_F^2. \hspace{1cm} (27)$$

We define \(Q = L^{(k+1)} - \left( \Lambda_2^{(k)} / \mu \right)\) and \(Q = [Q_1, Q_2, \ldots, Q_p] \in \mathbb{R}^{MN \times p}\), where optimization \((27)\) can be split into \(p\)
subproblems, and each subproblem is to solve

\[
X_j^{(k+1)} = \arg \min_{X_j} \frac{\tau}{\mu} \|HX_j\|_{\text{TV}} + \frac{1}{2} \|X_j - Q_j\|^2.
\]  
(28)

In this paper, we use the fast gradient-based algorithm introduced in [40] to solve (28). For the third subproblem (22c), we have the following:

\[
S^{(k+1)} = \arg \min_{S} \ell \left( L^{(k+1)}, X^{(k+1)}, S, \Lambda_1^{(k)}, \Lambda_2^{(k)} \right) + \frac{\mu}{2} \left\| Y - L^{(k+1)} - S \right\|_F^2.
\]

By introducing the following soft-thresholding (shrinkage) operator:

\[
\mathcal{R}_\Delta(x) = \begin{cases} 
 x - \Delta, & \text{if } x \geq \Delta \\
 x + \Delta, & \text{if } x \leq -\Delta \\
 0, & \text{otherwise}
\end{cases}
\]

where \( x \in \mathbb{R} \) and \( \Delta > 0 \), the optimization of (29) can be expressed as follows:

\[
S^{(k+1)} = \mathcal{R}_\Delta \left( Y - L^{(k+1)} + \frac{\Lambda^{(k)}}{\mu} \right).
\]  
(31)

Summarizing the aforementioned description, we arrive at an augmented Lagrangian alternating direction method to solve the LRTV model, as presented in Algorithm 1.

**Algorithm 1 LRTV solver**

**Input:** \( MN \times p \) matrix \( Y \), desired rank \( r \), stopping criteria \( \varepsilon_1 \) and \( \varepsilon_2 \), and regularized parameters \( \tau \) and \( \lambda \).

**Output:** Restored image \( X \)

**Initialize:** \( L = X = S = 0, \Lambda_1 = \Lambda_2 = 0, \mu = 10^{-2}, \mu_{\text{max}} = 10^6, \rho = 1.5 \) and \( k = 0 \)

**Repeat until convergence**

Update \( L^{(k+1)}, X^{(k+1)}, S^{(k+1)}, \Lambda_1^{(k+1)}, \) and \( \Lambda_2^{(k+1)} \) via (22)

Update the parameter \( \mu := \min(\tau \mu, \mu_{\text{max}}) \)

Check the convergence conditions

\[
\|Y - L^{(k+1)} - S^{(k+1)}\|_F \leq \varepsilon_1 \quad \text{and} \quad \|L^{(k+1)} - X^{(k+1)}\|_\infty \leq \varepsilon_2
\]

D. Parameter Determination

As presented in Algorithm 1, the desired rank \( r \), the stopping criteria \( \varepsilon_1 \) and \( \varepsilon_2 \), and the regularized parameters \( \tau \) and \( \lambda \) need to be determined as prior knowledge. In all the experiments, we set \( \lambda = 1/\sqrt{MN} \) and \( \varepsilon_1 = \varepsilon_2 = 10^{-8} \). What we need to discuss is the desired rank \( r \) and the regularized parameter \( \tau \).

The desired rank \( r \) represents the number of endmembers in the HSI. Unfortunately, it is not easy to directly obtain the number of endmembers in real HSI processing. In this case, we resort to the HSI subspace identification method called HySime, as proposed in [47], to estimate the number of endmembers.

The regularized parameter \( \tau \) is used to control the tradeoff between the nuclear norm and the TV norm. When \( \tau \) is set to zero, the optimization (19) is degraded into the low-rank matrix regularization model (18). From (28), it seems that the TV regularization is mainly influenced by the value of \( \tau/\mu \). However, as the iteration progresses in the LRTV solver, \( \tau/\mu \to 0 \) as \( \mu \to +\infty \). That is, the role of the TV regularization is getting smaller. As a result, \( \tau \) has a slight relationship with the initial value of \( \mu \). In the experiments, we set \( \tau = 0.01 \).

IV. EXPERIMENTAL RESULTS AND DISCUSSION

Both simulated and real image data experiments were undertaken to demonstrate the effectiveness of the LRTV method for HSI restoration. To thoroughly evaluate the performance of the proposed algorithm, we selected two different noise removal methods for comparison, i.e., the SSAHTV model [19] and the low-rank matrix recovery (LRMR) model [27]. SSAHTV is one of the state-of-the-art TV-based HSI restoration methods, and LRMR is a state-of-the-art low-rank based method. In all the simulated experiments, the parameters in SSAHTV and LRMR were manually adjusted to the optimal. In the real data experiments, we first resorted to the parameter selection methods in [19] and [27], and we then fine-tuned the parameters and chose the ones that corresponded to the best visual results. In addition, the gray values of each HSI band were normalized to \([0, 1]\), as in [19] and [27].

A. Simulated Data Experiments for Mixed-Noise Removal

The synthetic data were generated using the ground truth of the Indian Pines data set [48], and the spectral signatures were extracted from the USGS digital spectral library [49]. We assigned the pixels of the same label with a specific signature from the spectral library. All the unlabeled pixels were also replaced by the same signature. In total, we replaced 16 classes of labeled pixels and all the unlabeled pixels with the 17th signature from the spectral library. The size of the synthetic image was \(145 \times 145 \times 224\). The reflectance values of all the voxels in the HSI were linearly mapped to \([0, 1]\). The synthetic HSI data can be considered as clean data [12].

To simulate a noisy image, we added Gaussian noise and salt-and-pepper impulse noise to all the bands of the simulated clean HSI, as the following two cases:

Case 1) For different bands, the noise intensity was equal.

In this case, the same distribution of zero-mean Gaussian noise and the same percentage of impulse
noise were added to each band. The variances of the Gaussian noise were $G = 0.025, 0.05, 0.075$, and $0.1$, respectively, and the percentages of the impulse noise were $P = 0.05, 0.1, 0.15$, and $0.2$, respectively.

Case 2) For different bands, the noise intensity was different. In this case, different variance zero-mean Gaussian noise was added to each band, with the variance value being randomly selected from $0$ to $0.2$, and different percentages of impulse noise were added, which were randomly selected from $0$ to $0.2$. In the simulated experiments, as the SSAHTV method does not remove impulse noise, we first used RPCA to filter the impulse noise, and then, SSAHTV was applied to the low-rank part of the RPCA model. We denote this restoration method as RPCA-SSAHTV. After restoring the image, the peak signal-to-noise ratio (PSNR) index and the structural similarity (SSIM) index [50] were adopted to give a quantitative assessment for the results of the simulated image experiments. For the HSI, we computed the PSNR and SSIM values, between each noise-free band and denoised band, and then averaged them. These metrics are denoted as MPSNR (mean PSNR) and MSSIM (mean SSIM). In order to evaluate the spectral fidelity of the denoising result, the mean spectral angle (MSA) index was also used.

The restoration results of the different algorithms for the synthetic HSI data in Case 1 are presented in Table I. The best results for each quality index are labeled in bold, and the second-best results for each quality index are underlined. Here, it is clear that the proposed method provides the highest values in both MPSNR and MSSIM and the lowest MSA, which confirms the advantage of the proposed method over the other methods.

For Case 2, we first present some typical bands of the synthetic HSI data before and after restoration. Fig. 2 shows the false-color composite of the synthetic image. By comparing the restoration results of the four different methods, it can be clearly seen that LRTV performs best, effectively suppressing the noise while preserving the spectral information. SSAHTV introduces artifacts, and the restored image is blurred. LRMR can more or less remove the noise and preserve the spectral information, but the removal of the Gaussian noise is not complete. The result of RPCA-SSAHTV perfectly preserves the spatial structure of the image. This is mainly because the impulse noise is filtered by RPCA, and the spatial information is fully restored by the TV-based method. However, the major disadvantage of this method is that the spectral deformation is serious, e.g., as shown in the red rectangles in Fig. 2(d) and (f). The advantages and disadvantages of RPCA-SSAHTV are indicated in Table II, which presents the quantitative assessment of all the restoration results. In Table II, the MSSIM value of RPCA-SSAHTV is comparable to that of LRTV, which is due to the fact that the SSIM is a quality assessment measure based on the degradation of the structural information. However, the MPSNR value of the RPCA-SSAHTV results is even lower than that of LRMR. As to the MSA values, which suggest the extent of the spectral distortion, the results of the RPCA-SSAHTV and LRMR methods are comparable, they are much better than the results of SSAHTV, and they are significantly inferior to the results of the LRTV method. On the whole, the experimental results of LRTV are the best, in both the visual assessment in Fig. 2 and the quantitative assessment in Table II. This is mainly because LRTV employs structural information in the TV regularization and the spectral similarity in the low-rank constraint. We also show the PSNR and SSIM values of each band in the Case 2 experiment in Fig. 3. Here, LRTV achieves the best PSNR and SSIM values in almost all the bands, further indicating that the proposed method outperforms the other methods in HSI restoration.

To further compare the performances of all the restoration algorithms, we also show the spectral signatures before and after restoration. Fig. 4 shows the spectral signatures of pixel $(100, 100)$. Combined with the quantitative assessment of the MSA...

<table>
<thead>
<tr>
<th>Noise variance</th>
<th>Evaluation index</th>
<th>SSAHTV</th>
<th>RPCA-SSAHTV</th>
<th>LRMR</th>
<th>LRTV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G=0.025$</td>
<td>MPSNR (dB)</td>
<td>29.34</td>
<td>39.89</td>
<td>43.73</td>
<td>47.26</td>
</tr>
<tr>
<td>P=0.05</td>
<td>MSSIM</td>
<td>0.9216</td>
<td>0.9965</td>
<td>0.9904</td>
<td>0.9984</td>
</tr>
<tr>
<td></td>
<td>MSA</td>
<td>3.1177</td>
<td>0.7779</td>
<td>0.6465</td>
<td>0.2710</td>
</tr>
<tr>
<td>$G=0.050$</td>
<td>MPSNR (dB)</td>
<td>25.50</td>
<td>35.81</td>
<td>38.89</td>
<td>41.63</td>
</tr>
<tr>
<td>P=0.10</td>
<td>MSSIM</td>
<td>0.8814</td>
<td>0.9921</td>
<td>0.9722</td>
<td>0.9942</td>
</tr>
<tr>
<td></td>
<td>MSA</td>
<td>4.8130</td>
<td>1.3683</td>
<td>1.0624</td>
<td>0.6304</td>
</tr>
<tr>
<td>$G=0.075$</td>
<td>MPSNR (dB)</td>
<td>23.73</td>
<td>32.92</td>
<td>34.44</td>
<td>39.12</td>
</tr>
<tr>
<td>P=0.15</td>
<td>MSSIM</td>
<td>0.8207</td>
<td>0.9655</td>
<td>0.9282</td>
<td>0.9787</td>
</tr>
<tr>
<td></td>
<td>MSA</td>
<td>6.1168</td>
<td>1.9602</td>
<td>1.8662</td>
<td>0.9660</td>
</tr>
<tr>
<td>$G=0.100$</td>
<td>MPSNR (dB)</td>
<td>22.24</td>
<td>30.73</td>
<td>31.69</td>
<td>36.52</td>
</tr>
<tr>
<td>P=0.20</td>
<td>MSSIM</td>
<td>0.7384</td>
<td>0.9472</td>
<td>0.8892</td>
<td>0.9787</td>
</tr>
<tr>
<td></td>
<td>MSA</td>
<td>7.4864</td>
<td>2.5327</td>
<td>2.4969</td>
<td>1.2833</td>
</tr>
</tbody>
</table>
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Fig. 3. PSNR and SSIM values of each band of the experimental results in Case 2. (a) PSNR values. (b) SSIM values.

Fig. 4. Spectrum of pixel (100, 100) in the restoration results: (a) original, (b) noisy, (c) SSAHTV, (d) RPCA-SSAHTV, (e) LRMR, and (f) LRTV.

values presented in Tables I and II, it can be clearly seen that the proposed LRTV method produces the best spectral signature.

B. Real Data Experiments

Three real-world HSI data sets were also used in our experiments: the Hyperspectral Digital Imagery Collection Experiment (HYDICE) urban data set, the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) Indian Pines data set, and an Earth Observing-1 (EO-1) Hyperion data set. Before the restoration process, the gray values of each HSI band were normalized to [0, 1]. In the real data experiment, SSAHTV performed similarly to the RPCA-SSAHTV method because the impulse noise was not so serious in the real-world image. Therefore, only SSAHTV and LRMR were adopted as comparison methods.

1) HYDICE Urban Data Set: The HYDICE urban image can be downloaded online at [51]. The original image is 307 × 307 × 210 in size, and we selected a subimage of size 200 × 200 × 210 for our experiment. The urban image presented in Fig. 5 is polluted by stripes, deadlines, the atmosphere, water absorption, and other unknown noise. In this first real data experiment, for LRMR, the parameters were set as \( r = 4 \) and \( k = 4000 \). For the SSAHTV method, the regularization parameter was set to 3.

Figs. 6 and 7 present bands 103 and 206 of the restored images. From the results, we can see that the SSAHTV method can more or less remove the stripes, but it causes the restored results to be oversmooth. In addition, some local details are distorted, as shown in Fig. 7. LRMR cannot effectively remove the stripes in Fig. 7. This is mainly because of the fact that the stripes exist in the same place from bands 199 to 210. That is, in the low-rank and sparse decomposition, the stripes are regarded as the low-rank part, which is assumed to be the clean image. Compared to LRMR, LRTV uses the TV regularization to mine the spatial information and can significantly reduce this kind of stripes. Overall, the results show that LRTV performs best.

Fig. 8 shows the horizontal mean profiles of band 206 before and after restoration. The horizontal axis in Fig. 8 represents the row number, and the vertical axis represents the mean digital number value of each row. As shown in Fig. 8(a), due to the existence of mixed noise, there are rapid fluctuations in the curve. After the restoration processing, the fluctuations are more or less suppressed. Here, the LRTV method appears to perform best. This is in accordance with the visual results presented in Fig. 7, which show that LRMR fails to restore most of the stripes. In Fig. 8, SSAHTV achieves comparable results to LRTV. However, we suspect that the result of SSAHTV is over-smooth, as deduced from the performance in Fig. 7(b).

2) AVIRIS Indian Pines Data Set: The Indian Pines data set [48] was used in the second experiment. This data set was acquired by the NASA AVIRIS instrument over the Indian Pines test site in Northwestern Indiana in 1992, and the size is 145 × 145 pixels and 220 bands. Fig. 9 shows the color image by combining bands 3, 147, and 219. In this real data experiment, the parameters of LRMR were set as \( r = 5 \) and \( k = 4000 \). The regularization parameter \( \lambda \) of SSAHTV was set to 3.

The Indian Pines data set is mainly corrupted by the atmosphere and water absorption. The first few bands and the last few bands are also seriously polluted by Gaussian noise and impulse noise. Figs. 10 and 11 present the restoration results of
Fig. 6. Restoration results of band 103 in real data experiment 1. (a) Original. (b) SSAHTV. (c) LRMR. (d) LRTV.

Fig. 7. Restoration results of band 206 in real data experiment 1. (a) Original. (b) SSAHTV. (c) LRMR. (d) LRTV.

Fig. 8. Horizontal mean profiles of band 206 in real data experiment 1. (a) Original. (b) SSAHTV. (c) LRMR. (d) LRTV.

Fig. 9. AVIRIS Indian Pines data set used in real data experiment 2.

bands 1 and 220 by the different restoration methods. Here, it can be clearly observed that SSAHTV fails to restore the image, as it is not suitable for the removal of heavy impulse noise. LRMR can remove some of the noise, but some dense noise still exists in the restored result. LRTV performs best, effectively suppressing the Gaussian noise and simultaneously keeping the local details and structural information of the image.

3) **EO-1 Hyperion Data Set:** The third real data experiment adopted an EO-1 Hyperion image as the test image [52]. The original image was $400 \times 1000 \times 242$ in size, and a subset of size $200 \times 200 \times 166$ was used after the removal of water absorption bands. The image is shown in Fig. 12. In the experiment, the parameters of LRMR were set as $r = 6$ and $k = 4000$. For the SSAHTV method, the regularization parameter was set to 3.

This Hyperion data set is mainly corrupted by stripes and deadlines. We display the restoration results of band 1 and band 156 in Figs. 13 and 14, respectively. From the visual results presented in Figs. 13 and 14, it can be clearly observed that the proposed LRTV method achieves the best performance. SSAHTV fails to restore most of the stripes. Meanwhile, the restoration result of SSAHTV is also oversmoothed, and most of the details are lost. LRMR also fails to restore some stripes. This is mainly because these stripes exist in the same place in most of the noisy HSI bands and are treated as the low-rank clean image in the LRMR processing. The proposed LRTV method achieves the best results in stripe and deadline removal.
At the same time, the details are also preserved, as presented in Figs. 13(d) and 14(d).

We also present the vertical mean profiles of band 165 before and after restoration. The rapid fluctuations in Fig. 15(a) suggest the existence of stripes and deadlines in band 1. Here, it can again be clearly observed that the LRTV restoration method gives the best result among all the restored vertical mean profiles.

C. Discussion

In all the experiments with the LRTV method, we set the TV regularization parameter and the sparsity regularization parameter as $\tau = 10^{-2}$ and $\lambda = 1/\sqrt{MN}$, respectively, and used HySime to estimate the desired rank. In this part, we explain the reasons for choosing these parameter settings, and we present the convergence of the LRTV solver with the tested data set. All the experiments were based on the simulated data experiment in Case 2.

1) Sensitivity Analysis of Parameter $\tau$: In the LRTV solver, parameter $\tau$ is adopted to control the tradeoff between the low-rank constraint and the TV regularization. When $\tau$ is larger, the power of the TV regularization is stronger, and vice versa. When $\tau$ is set to zero, the LRTV solver reduces to low-rank matrix factorization optimization. Fig. 16 presents the MPSNR and MSSIM values with the change of parameter $\tau$. $\tau$ was selected from the set of $[0, 0.001, 0.004, 0.007, 0.01, 0.02, 0.04, 0.07, \ldots]$. 

![Fig. 10. Restoration results of band 1 in real data experiment 2. (a) Original. (b) SSAHTV. (c) LRMR. (d) LRTV.](image1)

![Fig. 11. Restoration results of band 220 in real data experiment 2. (a) Original. (b) SSAHTV. (c) LRMR. (d) LRTV.](image2)

![Fig. 12. EO-1 Hyperion data set used in real data experiment 3.](image3)

![Fig. 13. Restoration results of band 1 in real data experiment 3. (a) Original. (b) SSAHTV. (c) LRMR. (d) LRTV.](image4)
In Fig. 16, it can be observed that, when \( \tau = 0 \), the MPSNR and MSSIM values are lower than the case of \( \tau > 0 \). This indicates the positive function of the TV regularization. When \( \tau \) grows close to 0.01, the LRTV solver obtains the highest MPSNR and MSSIM values.

2) **Sensitivity Analysis of Parameter \( \lambda \):** In the LRTV solver, \( \lambda \) is the parameter used to restrict the sparsity of the sparse noise. As in the RPCA model presented in [23], the sparsity regularization parameter was set to \( \lambda = 1/\sqrt{MN} \), which was enough to guarantee the existence of an optimal solution. In the LRTV solver, this sparsity regularization parameter was also set to \( \lambda = 1/\sqrt{MN} \). In Fig. 17, we set \( \lambda = q/\sqrt{MN} \) and changed \( q \) from the set of \( \{0.1, 0.3, 0.5, 0.7, 1, 2, 4, 6, 8, 10, 20\} \). From the figure, it can be observed that the results of the LRTV solver are relatively stable, in both MPSNR and MSSIM values, when \( q \) was changed from 0.7 to 20. Therefore, we did not tune parameter \( \lambda \), but we adopted the default value, as analyzed in [23].

3) **Effectiveness of the Rank Constraint:** In the LRTV optimization (19), although the nuclear norm is a slack operator of the rank minimization, we also add the rank constraint to the clean image. Compared to the RPCA model, the rank of the output clean image is sensitive to the TV regularization. Fig. 18 presents the MPSNR and MSSIM values of the LRTV solver with different rank-constrained values. In Fig. 18, it can be observed that the MPSNR and MSSIM values first grow and then drop with the growth in the estimated rank value. In addition, when the estimated rank was set to 224 (row numbers of X), the low-rank constraint was severely weakened and the LRTV solver reduces to the band-by-band TV restoration method. In another aspect, the LRTV solver achieved comparable results, when the estimated rank was set close to the number of end-members. This inspired us to use the HSI subspace estimation method (e.g., HySime) to estimate the desired rank value.

4) **Convergence of the LRTV Solver:** Fig. 19 presents the MPSNR and MSSIM gains versus the iteration number of the
LRTV solver in Case 2 of the simulated experiment. Here, we can observe that, as the iteration progresses, the MPSNR and MSSIM values of the proposed method converge. This illustrates the convergence behavior of the proposed method with the tested data set.

V. CONCLUSION

In this paper, we have proposed a LRTV method for HSI mixed-noise removal. In the LRTV model, the low-rank constraint is utilized to effectively remove the sparse noise, by exploring the spectral similarity. Meanwhile, the TV regularization is adopted to preserve the local details and to further remove the Gaussian noise, by exploiting the spatial structure information. The low-rank constraint and the TV regularization are integrated into a unified framework and complement each other. The low-rank and sparse matrix decomposition can provide the sparse noise components for the TV regularization denoising. With the sparse noise information confirmed, the TV regularization can provide an enhanced clean image, and in return helps with the separation of the low-rank and sparse matrices. Furthermore, to tradeoff the low-rank constraint and the TV regularization, and to further remove the Gaussian noise of the HSI, a rank constraint, which denotes the number of endmembers, is added to the clean image. The proposed method was compared with other state-of-the-art restoration methods in several experiments, where LRTV performed best, in both visual and quantitative assessments.

Despite the good performance of the LRTV solver, it does have some room for further improvement. In the experiments, we added the same value of parameter to all the bands of the HSI. However, as introduced in [19], the noise intensity of different bands should be different. That is, a noise-adjusted TV regularization combined with a low-rank constraint will be studied in the future.
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