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ABSTRACT

Target detection has been of great interest in hyperspectral image analysis. Feature extraction from target samples and counterpart backgrounds consist the key to the problem. Traditional target detection methods depend on comparatively fixed feature for all the pixels under observation. For example, RX employs the same distance measurement for all the pixels. However, the best separation results usually come from certain targets and backgrounds. Theoretically, they are the purest targets and backgrounds pixels, or the constructive endmembers in the subspace model. So using those most representative pixels' feature to train a concentrated subspace is expected to enhance the separability between targets and backgrounds. Meanwhile, applying the discriminative information from these training data to the large testing data which are not in the same feature space and with different data distributions is a challenge. Here, the idea of transfer learning from interactive annotation technique in video is employed. Based on the transfer learning frame, several points are taken into consideration and the proposed method is named as an unsupervised transfer learning based target detection (UTLD) method. Firstly, the extreme target and background pixels are generated from robust outlier detection, providing the input for target samples and background samples in transfer learning. Secondly, pixels are calculated from
the root points in a segmentation method with the purpose to preserve the most distribution feature of the backgrounds after reduced dimension. Thirdly, sparse constraint is imposed into the transfer learning procedure. With this constraint, a simpler and more concentrated subspace with clear physical meaning can be constructed. Extensive experiments reveal the performance is comparable to the state-of-art target detection methods.

Index Terms — Hyperspectral Images; Transfer Learning; Target Detection, Segmentation.

1. Introduction

Automatic target detection from remote sensing images has been of great interest for years [1-3]. It is of particular importance in many domains, especially to military application. Spectral imaging reveals ground objects with fine resolution so as to explore the minor spectral difference between those visually undistinguished ones. Thus much attention has been paid to automatic target detection for hyperspectral images (HSI) [4-10].

The foremost key to targets detection from the HSI is the targets’ features. Spectral features are most widely used feature in state-of-art target detection methods [4], where it is assumed that targets present a diagnostic difference from other background objects by means of spectral. Several kinds of methods are developed on this basis, such as linear mixture model based method and subspace based method. Linear mixture models construct the mixture composition of each pixel by endmembers, promising for detecting sub-pixel targets [5]. Subspace based methods present good performance on suppressing the pixels lying on background subspace and outburst those target signals [5, 6]. The above two kinds of methods both employ physical model, requiring prior information about targets. Still other kind depends on the statistic model, with no prior knowledge about target, and it is called the unsupervised one (including anomaly detection). [7, 8].

In these conventional methods, targets pixels and background pixels are manually chosen and then used to construct subspace based detector, where the target pixels and the background pixels are assumed to be separable. However, the number of the training pixels are usually limited and the correspondingly constructed subspace may over-fit the training pixels so as not to accurately detect the rest target pixels [1]. Can we find some way to preserve the discriminative information
and avoid the over-fitting simultaneously? Transfer learning has shown its good performance to learn a subspace from limited samples [11, 12], so it is thus introduced in target detection from hyperspectral images in this paper. Focusing on exploiting the training samples’ discriminative information and learning a proper subspace from both training targets/background samples and those unlabeled samples, we have make several contributions for hyperspectral target detection in the paper:

1) A multivariate outlier analysis is used to automatically choose certain target pixels and background pixels as positive training and negative training samples, respectively. Meanwhile, existing target detection methods mainly depend on manually selecting pixels as training samples.

2) A segmentation method is employed to get the most representative and informative unlabeled samples. In this way, the wealthy continuous spatial feature in hyperspectral images can be fully considered. Existing methods usually randomly select the unlabeled samples or the all the samples in the image are used to learn a detector, like the constrained energy minimization [2] and adaptive matched subspace filter [5].

3) With the training labeled samples (including positive and negative samples) and unlabeled samples, a transfer learning based subspace construction method is formulated. Where a pairwise discriminative analysis is used to enhance the target-background pixels’ separability. Existing target detection methods for hyperspectral images mainly depend on the labeled samples to construct subspace.

The remainder of this paper is organized as follows. Section II presents unsupervised coarse target recognition by multivariate outlier detection method. Section III details the segmentation to get representative root pixels. The coarse target and background samples and unlabeled background root pixels are merged in sparse transfer learning for dimension reduction in Section IV. Section V discusses the extensive experiments by target detection to the dataset with reduced dimension. Section VI concludes the paper.

2. Unsupervised target and background feature extraction

In this section, a multi-variable outlier analysis is employed to obtain the positive and negative samples [13], which are necessary for the transfer learning. Here, positive samples actually refer
to the training targets pixels in the image dataset, and negative samples refer to the training non-target/background pixels from the image dataset.

The main idea behind the multi-variable outlier analysis is to iteratively figure out the mean and covariance matrix of the background pixels from image dataset to construct an optimal Mahalanobis distance based detector and finally extract the probable outliers.

Step 1: Randomly select one third of the pixels in the image dataset as the initial basic subset. Each pixel is virtually a vector containing $b$ components according to the $b$ bands.

Step 2: Compute the mean vector and the covariance matrix using the initial basic subset as follows:

$$
\mathbf{x} = \frac{1}{M} \sum_{i=1}^{M} \mathbf{x}_i 
$$

$$
\mathbf{C} = \begin{bmatrix}
\sigma_{11} & \sigma_{12} & \ldots & \sigma_{1b} \\
\sigma_{21} & \sigma_{22} & \ldots & \sigma_{2b} \\
\ldots & \ldots & \ldots & \ldots \\
\sigma_{b1} & \sigma_{b2} & \ldots & \sigma_{bb}
\end{bmatrix} 
$$

where $\sigma_{ij} = \frac{1}{M} \sum_{k=1}^{M} (x_{ik} - m_i)(x_{jk} - m_j), k = 1, \ldots, M$, $M$ is the number of pixels in the subset, $m_i$ and $m_j$ are the means of the $i$th band and the $j$th band, respectively. $x_{ik}$ is the value in the $i$th band of the $k$th pixel.

Step 3: Compute the Mahalanobis distance of each pixel vector in the image using the mean vector and the covariance matrix constructed above:

$$
d_i = \sqrt{(\mathbf{x}_i - \bar{x})^T \mathbf{C}^{-1} (\mathbf{x}_i - \bar{x})}, \ i = 1, \ldots, M
$$

Step 4: Set the threshold $\eta$, and the pixels in the image with a distance under the threshold $\eta$ would be set as the new basic subset. Reed and Yu have shown that RX statistics under the null hypothesis have a Chi-square distribution [14]. A Mahalanobis-based detector usually has a Chi-square distribution with $p$ degrees of freedom [13]. The threshold is defined as the square root of $1 - \alpha$ percentile of the Chi-square distribution with $p$ degrees of freedom. $p$ equals the band number $b$. Since the basic subset contains only part of the pixels in the hyperspectral imagery, the square root is multiplied by the inflation factor, which is the same factor as in [15]:

$$
\eta = \chi_{p, \alpha^{1/2}}
$$
where $\chi_{\alpha, p}$ is the square root of $1 - \alpha$ percentile of the Chi-square distribution with $p$ degrees of freedom, and $c_{\text{npr}} = c_{\text{npr}} + c_{\nu}$ is the inflation factor.

$$
c_{\nu} = \max \{0, (h - r) / (h + r)\} \quad (5)
$$

$$
h = (n + p + 1) / 2 \quad (6)
$$

$$
c_{\text{npr}} = 1 + \frac{p + 1}{n - p} + \frac{1}{n - k - p} \quad (7)
$$

Step 5: Iterate Step 2 to Step 4 until the basic subset no longer changes.

Step 6: Nominate the pixels excluded by the final basic subset as outliers. The final basic subset constitutes the background pixels.

The above procedure is the basic idea of BACON. It has been proved that BACON includes those pixels with a distance smaller than $\eta$ to the basic subset in each iteration, but the number of iterations is usually small [15]. Besides, it searches for the most reasonable mean vector and the covariance matrix to detect the anomaly pixels by updating the basic subsets in the iterations. The final mean tends to drift toward the real center of non-outlying background pixels [7].

The following is the way we propose to choose positive and negative samples from BACON results. The outliers excluded from the dataset may contain the spectral anomalies, mainly the noisy pixels or the rare ones of no interest. In order to eliminate the spectral anomaly pixels, all the excluded pixels are further investigated. Half of the pixels with larger norms in them are discarded. The remaining pixels are used as positive samples. As to the background pixels, they are clustered into several groups by k-means [16]. The number of the groups is equal to three times of the number of positive samples. In each group, the pixel with the largest average distance from all the positive samples is chosen. All the chosen background pixels comprise the final negative samples. With the positive and negative samples, pair-wise discriminative information can be constructed, which will be detailed in Section 4.

3. Construction of unlabeled pixels

In this section, a segmentation and a subsequent manifold analysis are carried out to obtain the
unlabeled samples, which are necessary for transfer learning. The purpose is to fully exploit the spatial feature and the manifold feature in hyperspectral images to get the proper unlabeled samples for transfer learning.

As is pointed out in [17, 18], only high quality unlabeled samples can correctly represent distribution of the data, which are used in the transfer learning procedure, avoiding the over-fitting problem. The most common practice is randomly sampling a subset of the points as unlabeled sample. However, owing to the dominance of big classes in statistics [19], samples may be too redundant for big classes and too scarce to model the special geometry structure of small classes. For this problem, efficient graph-based Image Segmentation is used [20], excessively segmenting the image into the small regions. It can reduce the sample size to characterize homogeneous region and increase the number of samples from heterogeneous regions. We consider the pixels in each small homogeneous region have higher similarity and can share the same label. One representative pixel in each region can be chosen as unlabeled samples.

Efficient graph-based image segmentation works directly on the data points in feature space, without first performing a filtering step, and uses a variation on single linkage clustering. To perform traditional single linkage clustering, a minimum spanning tree of the data points is first generated, from which any edges with length greater than a given hard threshold are removed. The connected components become the clusters in the segmentation. Some method eliminates the need for a hard threshold, replacing it with a data-dependent term instead [19].

Let $G=(V,E)$ be a (fully connected) graph, with $m$ edges and $n$ vertices. Each vertex corresponds to a pixel in the hyperspectral image. The final segmentation will be $S = (C_1, ..., C_t)$ where $C_i$ is a cluster of data points. The algorithm is:

1. Sort $E = (e_1, ..., e_m)$ such that $|e_t| \leq |e_{t'}| \ \forall t < t'$.  
2. Let $S^0 = \{(x_1), ..., (x_n)\}$ in other words each initial cluster contains exactly one vertex. 
3. For $t = 1, ..., m$
   (a) Let $x_i$ and $x_j$ be the vertices connected by $e_t$.
   (b) Let $C_{x_i}^{t-1}$ be the connected component containing point $x_i$ on iteration $t-1$ and $l_t = \max_{x_i} C_{x_i}^{t-1}$ be the longest edge in the minimum spanning tree of $C_{x_i}^{t-1}$. Likewise for $l_j$.
   (c) Merge $C_{x_i}^{t-1}$ and $C_{x_j}^{t-1}$ if
\[ |e_i| < \min \left\{ l_i + \frac{k}{C_{x_i}^{C-1}}, l_j + \frac{k}{C_{x_j}^{C-1}} \right\} \tag{8} \]

where \( k \) is a constant.

4. \( S = S^m \)

In contrast to single linkage clustering which uses a constant \( k \) to set the threshold on edge length for merging two components in Eqn. 8, efficient graph-based segmentation uses a variable threshold. This threshold effectively allows two components to be merged if the minimum edge connecting them has a length smaller than either of the components' minimum spanning trees, plus a term \( \tau = k/|C_{x_i}^{C-1}| \). As defined here, \( \tau \) is dependent on a constant \( k \) and the size of the component. Note that on the first iteration, \( l_i = 0 \) and \( l_j = 0 \), and \( |C_i^0| = 1 \) and \( |C_j^0| = 1 \), so \( k \) represents the longest edge which will be added to any cluster at any time, \( k = l_{\text{max}} \). Also, as the number of points in a component increases, the tolerance on added edge length for new edges becomes tighter and fewer mergers are performed, thus indirectly controlling region size. However, it is possible to use any non-negative function for \( \tau \) which reflects the goals of the segmentation system. In our experiments, \( k \) is defined as 0.8 since with this value enough unlabeled samples can be obtained already. A smaller \( k \) would present more unlabeled samples. In order to alleviate computation burden, 0.8 is used for most hyperspectral images.

The common assumption of semi-supervised learning method is that the labeled and unlabeled samples are lying on same sub-manifold \([17]\). Thus, relevance relationship between the existing labeled dataset and unlabeled candidates is applied to discard irrelevant unlabeled samples. To achieve this goal, the above mentioned segmentation procedure is done to obtain the segmented regions. In each region, the two vertices first merged are named roots of the region. One of the roots in each region are chosen as unlabeled samples. Then, we seek the \( t \) spectrally nearest neighbors for each unlabeled sample in the image. For each unlabeled sample, if labeled samples exist among its neighbors, the relevance is exit. Thus this unlabeled candidate should be selected in the final unlabeled set. Otherwise, the unlabeled samples would be discarded. Note that the number of the neighbors \( t \) controls this relevance criterion. In practice, we should set a larger \( t \) to relax the constraint on this selection procedure so as tolerate more variability of the spectrum. We fix \( t \) as 20 in the experiments. At last, we will obtain the rest unlabeled samples on the
segmentation image, which would be input into transfer learning procedure to preserve the distribution property.

4. Transfer Learning For Target Detection

In this section, both the labeled targets/backgrounds samples and unlabeled samples obtained in the above two sections are used to construct a subspace for target detection by transfer learning theory. Then all the pixels in the dataset are projected into the subspace, where the targets and backgrounds pixels are assumed to lie apart.

4.1. Discriminative Manifold Embedding

Many manifold learning methods were proposed, with the aim to construct local geometric properties preserved low-dimensional representation of the original input feature, e.g., locally linear embedding (LLE) preserves the linear coefficients which are used for reconstruct a given measurement by its $k$ nearest neighbours [21], isometric feature mapping (ISOMAP) preserves global geodesic distances of all pairs of measurements [22], Laplacian eigenmaps (LE) preserves proximity relationships by manipulations on an undirected weighted graph [23], and so on. Among them (LDA) explores the pair-wise discriminative information to maximize the distance between dissimilar pair and minimize the distance between similar pair. For target detection, a subspace after dimensionality reduction should be able to maximize the distance between target samples and background samples and minimize the distance within target samples and background samples respectively. In other words, the target-target sample pairs to be as close as possible and the target-background sample pairs to be as far away as possible in the learned subspace.

The optimization of the above pair-wise discriminative dimension reduction problem could be formulated in a manner similar to the patch alignment framework. In the low-dimensional
feature space, for each sample of target class \(t_i\), we expect that the Euclidean distances between the
given sample and the other samples in the target class are as small as possible, while distances
between the given sample and the other samples in the background class are as large as possible,
i.e.,

\[
\begin{align*}
\min_w & \sum_{j=1}^{N_t} \| W^T t_i - W^T t_j \|^2 \\
\max_w & \sum_{j=1}^{N_b} \| W^T t_i - W^T b_j \|^2 
\end{align*}
\]

(9) (10)

Combine (9) and (10) together and introduce a trade-off parameter \(c\) to control the influence of the
two parts:

\[
\min_w \sum_{j=1}^{N_t} \| W^T t_i - W^T t_j \|^2 - c \cdot \sum_{j=1}^{N_b} \| W^T t_i - W^T b_j \|^2
\]

(11)

Based on patch alignment framework, the local patch of sample \(t_i\) is defined as:

\[
X'^i = [t_i', t_1', t_2', \ldots, t_{N_1}', b_1', b_2', \ldots, b_{N_2}'] \in \mathbb{R}^{d_s(N_1+N_2+1)}
\]

(12)
in which \(t_j'\) \((j=1, \ldots, N_1)\) is the \(j\)th sample in the target class and \(b_j'\) \((j=1, \ldots, N_2)\) is the \(j\)th
sample in the background class sorted by the Euclidean distance of sample pairs \((t_i, t_j')\) and
\((t_i, b_j')\), respectively. The corresponding low dimensional feature matrix of patch \(X'^i\) is given by:

\[
Y'^i = W^T X'^i \in \mathbb{R}^{d_s(N_1+N_2+1)}
\]

(13)

A coefficient vector is defined as:

\[
\delta = \left[ N_1, \ldots, N_1, -c, \ldots, -c \right]
\]

(14)

Then, (11) could be simplified to following patch optimization of sample \(t_i\):
\[
\min_{W} \sum_{j=1}^{N_1+N_2} \delta_{(j)} \left\| W^T X_{(i)}^j - W^T X'_{(j+1)} \right\|^2 \\
= \min_{W} \text{tr} \left( W^T X^j \left[ -e_{N^2+N_2}^T I_{N^2+N_2} \right] \text{diag}(\delta) \left[ -e_{N^2+N_2} I_{N^2+N_2} \right] X'^T W \right) \\
= \min_{W} \text{tr} \left( W^T X^j G' X'^T W \right) 
\]

In (15), \( \delta_{(j)} \) is the \( j \)th element in \( \delta \) \((j=1, \ldots, N_1+N_2)\), \( X'_{(j)} \) is the \( j \)th column in \( X' \) \((j=1, \ldots, N_1+N_2+1)\), and:

\[
G' = \begin{bmatrix} -e_{N^2+N_2}^T \\ I_{N^2+N_2} \end{bmatrix} \text{diag}(\delta) \begin{bmatrix} -e_{N^2+N_2} I_{N^2+N_2} \end{bmatrix} \in \mathbb{R}^{(N_1+N_2+1)\times(N_1+N_2+1)} 
\]

in which \( e_{N^2+N_2} = [1, \cdots, 1] \in \mathbb{R}^{(N_1+N_2)} \) and \( I_{N^2+N_2} \in \mathbb{R}^{(N_1+N_2)\times(N_1+N_2)} \) is an identity matrix.

Summing up the patch optimizations of target samples \( t(i=1, \ldots, N) \) presents the whole optimization of introduced discriminative manifold embedding. Since each patch \( X_i \) has its own coordinate system of the detailed samples by the definition in (12), directly assembling the patch optimizations given in (15) is not reasonable. A selection matrix is employed to align the all samples together into a consistent coordinate \([24]\) [4]. Assuming the coordinate of patch \( X_i \) is selected from the global coordinate, which is also the full input data matrix:

\[
X = \begin{bmatrix} t_1, t_2, \cdots, t_{N^1}, b_1, b_2, \cdots, b_{N^2}, u_1, u_2, \cdots, u_N \end{bmatrix} \in \mathbb{R}^{L\times M} 
\]

where \( u_k \) \((k=1, \ldots, N)\) is the \( k \)th unlabeled sample obtained from the Section II. Then, \( X_i \) can be rewritten as:

\[
X^i = X S^i 
\]

in which \( S^i \in \mathbb{R}^{M\times(N^1+N^2+1)} \) is defined by:

\[
S^i_{(a,b)} = \begin{cases} 1, & \text{if } a = F^i \{ b \} \\ 0, & \text{else} \end{cases} 
\]

where \( F^i = [i, i^1, \cdots, i_{N^1+N^2}] \) is the index vector for samples in patch \( X \). Then sum the patch optimizations of target samples to obtain the whole optimization of discriminative manifold
embedding:

\[
\min_w \sum_{i=1}^{N_i} \text{tr} \left( W^T X S' G' S'^T X^T W \right) = \min_w \left( W^T X \left( \sum_{i=1}^{N_i} \left( S' G' S'^T \right) \right) X^T W \right) = \min_w \left( W^T X G X^T W \right) \tag{20}
\]

in which,

\[
G = \sum_{i=1}^{N_i} \left( S' G' S'^T \right) \tag{21}
\]

4.2. Transfer Regularization

One problem needs special attention is that the target samples (or the positive samples) are very rare due to the unsupervised coarse outlier detection and the background samples (or the negative samples) also present a small number. With these samples, a subspace is learned which could maximally separate the target samples from background ones only based on the prior given training information. The resulting subspace would present a bias to that spanned by limited training samples and the dominant structure distribution also changed. Transfer learning is employed to preserve the discriminative information from training data to testing data which are not in the same feature space and with different data distributions. Several types of transfer learning methods are developed including: (1) re-weight some supervised samples in the training domain for the testing domain [25]; (2) construct a feature representation with reduced difference between the training and testing domains and smaller error of classification models [26]; (3) find shared priors between training and testing domains models for transfer learning [27]. In this paper, the dominant structure distribution provided by a large number of unlabeled samples is introduced
as regularization to find a subspace which is supposed to transfer the discriminative information from training data to training data with reduced the error of subsequence classification. The unlabeled samples are obtained in Section 3.

Principal Component Analysis (PCA) is a linear transformation to find principal components in accordance with the maximum variance of a data matrix, so that the dominant structure of the distribution could be well preserved in the subspace after such transformation. PCA is applied to the unlabeled samples and the resulting subspace is imposed into the discriminative manifold embedding obtained from unsupervised targets and backgrounds samples acquisition [28]. In detail, denote the PCA projection matrix by $P \in \mathbb{R}^{L \times d}$, and the transfer regularization is aimed at minimizing the Euclidean distance between the unlabeled samples data matrix in objective subspace and that in the subspace obtained by PCA, i.e.,

$$\min_{W} \left\| P^T X - W^T X \right\|^2$$

(22)

For the optimization problem formulation, a trade-off parameter $\beta$ is introduced and the optimization of discriminative manifold embedding (20) and transfer regularization (22) is combined:

$$\min_{W} \text{tr} \left( W^T X G X^T W \right) + \beta \left\| P^T X - W^T X \right\|^2$$

(23)

The solution of (23) provides a linear transformation matrix $W$ in which each basis is a linear combination of all the original features, thus it is often difficult to interpret the results. Actual $W$ may contain many zero elementaries since the sample number is low and the dimension of HSI is high. The sparse constraint is thus employed, which may be promising in two points: reveals an explicit relationship between the output feature representation and the given variables; and decreases the variance brought by possible over-fitting with the least increment of the bias to get
more generalization to the model. In the sparse formulation, the key is to control the number of nonzero elements of the projection matrix $W$, characterized by the $l^0$-norm of the matrix $W$:

$$\min_{W} F(W) + ||W||_0$$

(24)

where $F(W)$ is the optimizations of discriminative manifold embedding and transfer regularization defined in (24), and $l^0$-norm $||W||_0$ is simply the number of nonzero elements in $W$.

However, the $l^1$-norm of the projection matrix, i.e., lasso (least absolute shrinkage and selection operator), is usually used as a relaxation of the $l^0$ formulation to avoid an NP-hard problem [29]:

$$\min_{W} F(W) + ||W||_1$$

(25)

The convention solution to (18) is Least angle regression (LARS) [30] which searches the optimal solution of the lasso penalized linear regression problem [31]. However, the lasso penalty still has the following two restrictions [32]: (1) the number of selected features should be smaller than the number of given samples (2) the correlations between the input features should be low. The key is combining the $l^1$-norm and $l^2$-norm by the elastic net:

$$\min_{W} \text{tr} \left(W^T X G X^T W\right) + \beta \left\| P^T X - W^T X \right\|^2 + \varphi_1 ||W||_1 + \varphi_2 ||W||_2$$

(26)

where $\varphi_1$ and $\varphi_2$ are two parameters to control the $l^1$-norm penalty and $l^2$-norm penalty in sparse formulation.

There are three parameters, $\beta$, $\varphi_1$ and $\varphi_2$, in the objective function (26) and one parameter $c$ in the coefficient vector (11). In this paper, in order to avoid cross-validation, we manually set these parameters according to their physical meanings. $\beta$ reveals the weight between discriminative manifold embedding and the transfer regularization and, thus, can be decided by the number of input samples, i.e., we set it around $N^2/M$. $\varphi_1$ and $\varphi_2$ are the weights of sparse regularization, which are also decided by the given data. The value of $\varphi_1/\varphi_2$, in particular, is the weight of...
the grouping effect in the elastic net penalty, which should be large when the features are strongly correlated, and vice versa. \( c \) is a parameter in discriminative manifold embedding that is used to control the minimization of the target class and background class. We set it around \( N_2 / N_1 \).

4.3. The solution to the problem

The objective function (26) is of a quadratic form with \( l^1 \)-norm penalty based on some formula derivation by some mathematical derivation. We rewrite the full optimization of STME to:

\[
\min_{W} \text{tr} \left( W^T X G X^T W \right) + \beta \left[ (P^T X - W^T X)(P^T X - W^T X)^T \right] + \phi_1 \| W \| + \phi_2 \| W \|
\]

(27)

Here we use \( \Omega \) for simplicity:

\[
\Omega = (G + \beta \cdot I)
\]

(28)

Then, (27) is reduced to:

\[
\min_{W} \text{tr} \left[ W^T X \Omega X^T W - P^T XX^T W - W^T X (P^T X)^T \right] + \phi_1 \| W \| + \phi_2 \| W \|
\]

(29)

Consider \( \Omega \) is symmetric, so we have:

\[
\Omega = V D V^T
\]

(30)

in which \( V \) and \( D \) are the eigenvector and eigenvalue matrix of \( \Omega \), respectively. Then, the first part of (29) can be rewritten as:

\[
\text{tr} \left[ W^T X \left( V D V^T \right) X^T W - P^T XX^T W - W^T X (P^T X)^T \right]
\]

\[
= \text{tr} \left[ W^T X \left( V D^{1/2} \right) \left( D^{1/2} V^T \right) X^T W - P^T X \left( V D^{1/2} \right) \left( V D^{1/2} \right)^{-1} X^T W - W^T X \left( V D^{1/2} \right) \left( V D^{1/2} \right)^{-1} (P^T X)^T \right]
\]

(31)

\[
= \left\| V D^{1/2} \left( P^T X \right)^T - (D^{1/2} V^T) X^T W \right\|^2 - \text{tr} \left[ \left( P^T X \right) \Omega^{-1} \left( P^T X \right)^T \right]
\]

The second part in (31) is a constant item and can be ignored for optimization.
Then we can further rewrite (29) as:

\[
\min_w \left\{ \left\| \left( V D^{1/2} \right)^{-1} \left( P^T X \right)^T - \left( D^{1/2} V^T \right) X^T W \right\|^2 + \varphi_1 \| W \|_1 + \varphi_2 \| W \|_2 \right\} \\
= \min_w \left\{ \left\| G^* - X^* W^* \right\|^2 + \varphi \| W^* \|_2 \right\}
\]

(32)

in which,

\[
G^* = \left( V D^{1/2} \right)^{-1} \left( P^T X \right)^T \\
W^* = \sqrt{1 + \varphi_2} \cdot W
\]

(33)

\[
X^* = \frac{1}{\sqrt{1 + \varphi_2}} \left[ \left( D^{1/2} V^T \right) X^T \right] \left[ \sqrt{\varphi_2} \cdot I_{L \times L} \right]^{-1}
\]

(35)

\[
\varphi = \frac{\varphi_1}{1 + \varphi_2}
\]

(36)

In other words, the full optimization of STME could be transformed to:

\[
\min_w \left\{ \left\| G^* - X^* W^* \right\|^2 + \varphi \| W^* \|_2 \right\}
\]

(37)

which can be efficiently solved by the LARS algorithm [12, 13].

Then, based on (34), the optimal solution of STME is obtained by:

\[
W = \frac{W^*}{\sqrt{1 + \varphi_2}}
\]

(38)

Finally, with the reduced dimension data, simple k-nn classification and a thresholding procedure is employed to distinguish targets from backgrounds. The whole flowchart of the proposed method is illustrated as Fig. 1.
5. EXPERIMENTS AND ANALYSIS

In this section, two real datasets are used to evaluate our proposed UTLD, and the effect of transfer learning and unlabeled samples selection to the target detection performance are investigated.

5.1. Data Description

The first dataset is the HYDICE hyperspectral dataset obtained from an aircraft platform. This dataset covers an urban area and has a spectral resolution of 10 nm and a spatial resolution of 1 m. The image scene contains vegetation area, a construction area and several roads where some vehicles exist. The whole dataset has a size of $307 \times 307$ as shown in Fig. 2(a). However, the only definite ground truth is that in the upper-right of the scene; the anomaly targets are the cars and roofs embedded in different backgrounds, so we only use the dataset covering this area in our experiments. The sub-image used in the experiments and the anomaly targets’ positions are shown in Fig. 2(b) and Fig. 2(c), respectively. The low SNR and water vapor absorption bands were also eliminated so that 160 bands remained.
The other dataset is the HYMAP hyperspectral dataset obtained from the blind test website [33], which has become a community standard dataset. It consists of a self-test image and a blind-test image. Due to the available of ground truth, the self-test image is used here. And the dataset about self-test image includes library of target spectral reflectance, regions of interest, and ground photos. It was acquired by the airborne HyMap hyperspectral sensor on the Cooke City, MT, U.S., in 2006. The spatial resolution is about 3 m and has a spectral bands number of 126 covering the VNIR-SWIR range (453 nm- 2496 nm). The ground scene covers the small town, and the near town forest and grass areas. Basically speaking, the area contains many kinds of ground objects, so the according image is complex. Several different kinds of targets are deployed, including fabric panels and vehicles. The ROIs datasets present their positioned distribution. As to our experiment, a subset image scene is chosen in order to focus our detection on it. The subset is shown in Fig. 3. It covers two kinds of panels with only F1 and F4 panels used as targets in our experiments, named panel 1, panel 2 and panel 3 respectively. Due to the spectral similarity, these panels are considered as the same kind of targets. Besides, due to the spectral mixture and target
signal weakness in some boundary pixel of the panels, not all the ROI pixels are used as target detection reference. The chosen target pixels for detection reference are shown in Fig. 3 (c), in which the fill factors are not too weak to present the target’s feature. The detailed information about the targets’ composition is presented in Table I. The full pixels refer to the pixels composed of only target’s signal, also named pure targets pixels. The sub-pixel pixels refer to the pixels composed of both target and background signals. Sub-pixel targets also termed as mixed pixels targets, which are the main difficulty in target detection from hyperspectral images [1, 2].

![Sub-image and Targets ROIs](image1)

(b) Target and Background Spectrum

![Targets Panels Picture.](image2)

(d) Scene Picture of Panel F1.

Fig. 3. HYMAP Hyperspectral Dataset.
5.2 Detection Results and Analysis

Several state-of-art unsupervised target detection methods are used as comparative methods, including local-RX [7], global-RX [14], CBAD (Cluster Based Anomaly Detector) [10]. Besides, several supervised ones are also employed so as to evaluate the performance of transfer learning with predefined positive and negative samples, including ACE (Adaptive Cosine Estimator) [2] and AMSD (Adaptive Matched Subspace Detector) [5], the classic unstructured and structured detector respectively [2]. For local-RX, three different window sizes are used: 13×13, 17×17, and 21×21, and only the best performance is chosen. In CBAD, the clustering information is chosen manually to provide best detection results. ACE only needs the targets’ spectra, and the targets pixels distinguished by multiple variation outlier detection method are used. AMSD uses the same targets information and its background subspace is constructed by the eigen-vectors of the image’s correlation matrix or the endmembers extracted from the image.

From the target detection method, a detection probability map is obtained, several detection results on HYDICE dataset is shown in Fig.4, which are not so distinguishable from each other. Then, the last step in target detection methods is to segment the high probability value pixels as targets with an adaptive or subjective threshold [2]. Some recent work has been done on threshold learning method [34], which would be our future work. In order to be immune to the segmentation threshold, the receiver operating characteristic (ROC) curves are usually employed [2], since it provides a threshold-free performance comparison by means of continuous curves in the detection probability/false alarm domain [2]. Probability of detection in ROC curves refers to the ratio between the number of detected target pixels and the number of all the target pixels in the image. False alarms rate equals to the percentage of the detected non-targets pixels in the whole image.
So the ROC curve lying nearer to the top-left in the coordinate space proves better
detection performance. The detection results by the above mentioned methods are shown in Fig. 5.
Several conclusions can be drawn from those pictures. 1) UTLD does best among all the methods
and achieves best detection performance soon in the low range of false alarm rate axis; 2) AMSD
and ACE lie upwards the other unsupervised detection methods, so that targets information by our
first procedure can be employed to enhance the detection performance; 3) Both CBAD and
local-RX present better detection performance than global-RX, suggesting that a local feature may
be more appreciate for these targets and the reason may be that their size are so small that only
against a small compact of background pixels can those weak targets present a sufficient
difference.

---

**Fig. 4** Detection results before segmentation

**Fig. 5** Detection results by ROC curves
Since the detailed composition of targets is available for HYMAP dataset, further investigation is done so as to analyze its performance on those difficult targets pixels. Under the same false
alarm rate, the detected targets pixels numbers by these methods are shown in Fig. 6. In each picture, the detection results of full target pixels and sub-pixel target pixels are shown respectively. It is revealed that all the methods perform similarly on the full pixels. But as to the sub-pixel targets, the results are obviously different. 1) Mahalanobis distance based methods, including global-RX, local-RX and CBAD, do badly, presenting low number of detected ones; 2) Structured background method AMSD performs slightly better than unstructured background method ACE, suggesting that with more information from background samples, or the constructed background subspace, the separability between positive target samples and negative background samples can be retained. In other words, more information about background helps avoiding over-fitting problem; 3) UTLD outperforms the other state-of-the-art methods on the points that it keeps effective on all those sub-pixels targets, which is the main difficulty in target detection from hyperspectral remote sensing images [2].

The reasons for improved performance of UTLD compared with other state-of-the-art detection methods are listed here: 1) Firstly, the multivariate outlier analysis does perform well in distinguishing those targets of interest, since in most application, targets of interest in hyperspectral images are those man-made objects, which are spectrally distinguishing from most backgrounds objects. Furthermore, a subsequent manifold analysis is useful in choosing the proper backgrounds samples. 2) Secondly, the pair-wise discriminative constrains are imposed on the subspace learning procedure. So each target sample are constrained to be separated from the background samples. While in conventional methods, all the target samples are usually averaged to be a target spectrum in the detector construction. In other words, The target samples’ discriminative information are more fully used in UTLD. 3) Limited number of labeled training samples usually cause small sample size (SSS) problem, especially for the high dimension feature extraction [35]. By sparsity based transfer learning, the SSS problem can be alleviated. By exploiting the unlabeled samples, the over-fitting can also be avoided. 4) In machine learning community, it is common that the unlabeled samples are randomly selected for dimension reduction or subspace learning methods. As to hyperspectral images, different land objects distribute on different area with continue spatial pattern, so selecting unlabeled samples from the image by considering majority land objects distribution pattern is necessary to get informative representative labeled samples.
The former two points are obvious, since outlier detection has proved effectual in separating those probable man-made targets [13] and traditional way of manually selecting samples is subjective. Besides, discriminative information based methods have successfully applied in image processing [36], including hyperspectral target detection [37]. So we just further investigate the latter two points with following experiments.

5.3 Effect of Transfer Learning in Hyperspectral Target Detection

In order to evaluate the performance of sparsity based transfer learning introduced in our method, further experiments are done on the our proposed method, and one variant version without transfer learning and sparse constraint. The variant is named unsupervised manifold embedding detection (UMED) method, which just takes the training targets and backgrounds samples into consideration to learn a proper subspace, like the liner discriminative analysis [37]. So only the first item in (26) is used [38]. We firstly investigate the HYDICE dataset. Fig. 7 and Fig. 8 present the 3 D plot of the detection results, which show that UTLD constrains the background to a steady value range while UMED presents more fluctuate backgrounds. Meanwhile, more targets are highlighted in UTLD than UMED. To further exploit the performance quantitatively, the targets value and background values in the two methods are both calculated in Fig. 9. In Fig. 9, all the values of the targets and those of backgrounds of UTLD can be easily separated, while there exists large overlap between targets and backgrounds of UMED. The reason is that UMED just use the training targets and backgrounds samples, which may over-fit for the rest samples. In other words, the transfer learning strategy employs the whole dataset’s distribution to avoid over-fitting in learning a discriminative subspace. For HYMAP dataset, we also do the same comparison experiments and the results separability analyisi is shown in Fig. 10, which again present a better separability by introducing transfer learning in subspace construction for target detection.
5.4 Effect of Unlabeled Samples Selection

As we have mentioned before, we use a graph based segmentation procedure to get the proper unlabeled samples, aimed to fully exploit the spatial information in hyperspectral images. So we carry out comparative experiments with the conventional way of randomly selecting unlabeled samples for UTLD, named UTLD-R. We randomly select the same number of unlabeled samples with UTLD and then use the same way to learn the subspace for detection. We repeat the selection of unlabeled samples 30 times, since the unlabeled samples may be different each time and get different performances. For our UTLD, all the targets/backgrounds samples and unlabeled samples are fixed for a definite dataset, because the first two stages of UTLD focus on finding the most suitable labeled and unlabeled for the subspace learning. So UTLD’s detection results are fixed. The ROC curves of UTLD and UTLD-R are shown in Fig. 10. In Fig. 10, the variances of detection performance of UTLD-R caused by different unlabeled samples are also shown. It is
revealed that UTLD outperforms UTLD-R, especially at the low false alarm rate. The reason is that by elaborately selecting unlabeled samples, the learned subspace in UTLD takes more representative samples into consideration, so that the separability between targets and most backgrounds samples can be maximized. It concludes that combining the spatial distribution and the spectral feature is beneficial to get informative unlabeled samples for target detection from hyperspectral images.

![Fig. 11 ROC curves of UTLD and UTLD-R on HYDICE dataset](image1)

![Fig. 12 ROC curves of UTLD and UTLD-R on HYMAP dataset](image2)

VI. Conclusion

In this paper, an unsupervised target detection method based on transfer learning is proposed. The more detectable targets are first separated from the backgrounds by its spectral difference with the surrounding, where a robust outlier detection method is employed. A segmentation method is used to get unlabeled samples. Both the detection and segmentation results provide samples for transfer learning, which construct a low dimensional subspace to better separate targets from backgrounds. Experiments results with real-world hyperspectral remote sensing images show that this automatic targets detection perform better than the state-of-the-art methods, especially on those sub-pixel targets. Our future research focus is how to determine the optimal parameters automatically, so as to apply the proposed method to achieve an even better performance.
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