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In order to capture the high-level concepts in high spatial resolution (HSR)
remote sensing imagery, scene classification based on a latent Dirichlet allocation
(LDA) model, a generative topic model, is a practical method to bridge the
semantic gaps between the low-level features and the high-level concepts of
HSR imagery. In the previous work, LDA has been considered as a scene
classifier, namely C-LDA, and multiple LDA models for each scene class are
built separately, where the scene class is determined by a maximum likelihood
rule. The C-LDA strategy disregards the correlations between the generative topic
spaces of the different scene classes. In this letter, two novel strategies of scene
classification based on LDA are proposed to consider the correlations between
the generative topic spaces of the different scene classes by sharing the topic
spaces for all the scene classes. One of the proposed strategies utilizes LDA as
part of the classifier, namely P-LDA, which generates the topic space from all the
training images. A discriminative classifier (e.g., support vector machine, SVM) is
also employed as the other classification part of P-LDA. The other proposed
strategy employs LDA as the topic feature extractor, namely F-LDA, which
generates the topic space from all the training and test images, and utilizes a
discriminative classifier to classify the topic features. The experimental results
using aerial orthophotographs show that the performances of the two proposed
strategies for scene classification based on LDA are better than the traditional
C-LDA method.

1. Introduction

In recent years, a large amount of high spatial resolution (HSR) remote sensing
images with abundant spatial details has become available, allowing precise earth
land-use/land-cover investigation (Batista and Haertel 2010, Kim et al. 2011).
Object-based image analysis and contextual-based classification methods have been
used to extract and recognize the land-cover objects, such as buildings, trees, grass,
and roads, for HSR remote sensing imagery (Bruzzone and Carlin 2006, Blaschke
2010, Pu et al. 2011, Tilton et al. 2012, Lizarazo 2013). However, there are often
semantic gaps between the objects (e.g., buildings) and the high-level semantic
concepts in the images (e.g., residential areas or industrial areas). To solve this
problem, semantic scene classification methods, such as the Bayesian framework
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for object recognition (Aksoy et al. 2005), have been proposed for remote sensing
imagery. Unlike the Bayesian method for scene modelling (Aksoy et al. 2005), and
the discriminative model with bag-of-words feature (Zhou et al. 2013), the family of
latent generative topic models, such as probabilistic latent semantic analysis (pLSA)
(Hofmann 2001) and latent Dirichlet allocation (LDA) (Blei et al. 2003), has been
successfully utilized to model scenes without object recognition for natural scene
imagery (Li and Perona 2005, Bosch et al. 2008, Zhou et al. 2013). Compared to the
classification methods directly using the bag-of-words, the latent generative topic
model, pLSA, performs better due to the latent topic space being generated by the
generative model (Bosch et al. 2008). Nevertheless, pLSA tends to overfit the
samples as the number of training samples increases (Zhou et al. 2013). LDA over-
comes this weakness and is a well-defined generative model. Recently, some refined
models, such as correlated LDA, supervised LDA, and maximum entropy discrimi-
native LDA, have been proposed to cope with textual analysis or natural image
analysis, based on the LDA model (Blei and Lafferty 2007, Blei and McAuliffe 2007,
Zhu et al. 2012). To cope with HSR image scene classification, LDA has been
utilized to bridge the semantic gaps by building multiple LDA models for each
scene class and determining the scene class using the maximum likelihood rule
(Liénou et al. 2010). In the previous work (Liénou et al. 2010), the LDA model is
regarded as the scene classifier, namely C-LDA. Although C-LDA obtains satisfac-
tory scene classification results, it misses the important correlations between the
latent topic spaces of the different scene classes, because of the separately built
models of the multiple scenes.

To improve the scene classification ability, two hybrid generative/discriminative
scene classification strategies are proposed to sufficiently utilize the correlations
between the latent topic spaces of the different scene classes. In the first strategy,
LDA as a part of the scene classifier, namely P-LDA, is designed to utilize the LDA
trained by the training images to classify the test images into the topic space
generated from all the scene classes, and uses a discriminative model (such as support
vector machine, SVM) as the other part of the scene classifier. The other strategy,
with LDA as a feature extractor, namely F-LDA, is utilized to extract the topic
features from all the training and test images, and employs a discriminative model to
classify the features. In both the P-LDA and F-LDA strategies, all the scene classes
share the same latent topic space. In contrast to P-LDA, F-LDA generates the latent
topic space using all the training and test images, instead of just the training images.
By combining the LDA generative model with the other discriminative model, the
two proposed classification strategies can utilize the correlations between the topic
spaces of the different scene classes. The experimental results show that P-LDA and
F-LDA can obtain better scene classification accuracy than C-LDA.

2. Previous related work

In this section, the generation process, inference, and parameter estimation of LDA
(Blei et al. 2003) are briefly described. The strategy of scene classification utilizing
LDA as the scene classifier (Liénou et al. 2010), namely C-LDA, is also introduced.

2.1 The LDA model

In image processing, the basic processing element of LDA is the “word”, which can
be a pixel, a window of pixels (tile), or a segment (region) of the image. Given the
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image set with M images D = {w1, w2, …, wM}, the features of the processing
elements in the images will be extracted and vector quantized into V clusters before
LDA processing. Each image can then be described as a sequence of N cluster labels,
denoted by w = (w1, w2, …, wN).

For the LDA generation process, the topic zd,n of the processing elements wd,n in
the image wd are generated from a multinomial distribution with parameters θd. θd
follows a Dirichlet distribution with the prior α. The probability of wd,n being
conditioned on the topic zd,n is P(wd,n | zd,n, β), where β is a matrix recording the
probabilities of each topic generating each processing element. The likelihood of
the dth image wd is written in equation (1), where n is the index of the
processing elements in an image, Nd is the number of the processing elements in
the dth image.

Pðwd jα; βÞ ¼
Z

Pðθd jαÞ
YNd

n¼1

X
zd;n

Pðzd;njθdÞPðwd;njzd;n; βÞ
 !

dθd (1)

To maximize the likelihood of the entire image set D, approximate variational
inference technology is employed to estimate and infer the LDA model (Blei et al.
2003).

During the parameter estimation of LDA, the model parameter β can be obtained,
and parameter α can be fixed or updated using the Newton–Raphson method (Blei
et al. 2003). In this letter, parameter α is fixed. For the inference of LDA, the
approximate probability of the image P(wd | α, β) can be acquired using α and β.

2.2 The C-LDA strategy for scene classification

To achieve the scene classification, C-LDA (Liénou et al. 2010) views the LDA
model as the scene classifier. The procedure of C-LDA (figure 1) is described as
follows.

First, the features of the basic processing elements in the images are extracted and
quantized into V clusters by the k-means algorithm. Second, L LDA models with

Test
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Training
images

Scene 1

Scene 1
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Testing

Quantization Classification
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Scene 1
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β1

βL

w
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Scene L
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α1
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θ
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Figure 1. C-LDA strategy of scene classification based on LDA.
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{(αs, βs) | s = 1, …, L} are trained for the L scene classes. Finally, the approximate
probability of the test image P(w | αs, βs) is inferred using each scene class LDA
model parameter (αs, βs). The scene class label of w is determined by the maximum
likelihood rule: s* = arg maxs P(w | αs, βs).

From the procedure of the C-LDA strategy, it can be seen that the LDA models
for the scene classes are built separately, and each scene class owns a topic space
generated by the corresponding LDA model. However, this strategy disregards the
correlations between the topic spaces of the different scene classes.

3. Hybrid generative/discriminative scene classification strategies

To sufficiently consider the correlations between the topic spaces of the different
scene classes, two hybrid generative/discriminative classification strategies, P-LDA
and F-LDA, are proposed. Instead of using the approximate probability P(w | α, β)
of the image for the scene classification, both P-LDA and F-LDA employ the
variational parameter γ in the variational inference of LDA (Blei et al. 2003) as
the topic features to describe the images. During the variational inference, the
updating of the variational parameter γ is shown in equation (2), while the updating
of the other variational parameters Φ = {ϕd,n,i | d = 1, …, M; n = 1, …, Nd; i = 1, …,
K} is shown in equation (3). K is the number of the topics.

γd;i ¼ αi þ
XNd

n¼1

fd;n;i (2)

fd;n;i / βi;wn
ψ γd;i
� �� ψ

XK
j¼1

γd;j

 ! !
(3)

In equation (2), ϕd,n,i is a variational multinomial parameter recording the probabil-
ity of wd,n in wd belonging to the ith topic, ψ is the first derivative of the log Gamma
function, and βi;wn

is a component of model parameter β and is equivalent to P(wd,n |
zd,n = i). αi in equation (3) is a component of model parameter α, and γd,i is a
variational Dirichlet parameter with respect to the ith component of the topic
distribution for the image wd. It should be noted that the parameter γd,i is image-
specific and can be viewed as a representation of the image in the topic space. After
the inference of LDA, the topic features γd = (γd,1, γd,2, …, γd,K) can be acquired. The
procedures of the application of the topic features γd in P-LDA and F-LDA are
described in the following two parts.

3.1 The P-LDA strategy

In the P-LDA strategy (figure 2), the generative LDA model and the discriminative
SVM model are combined to form a cascaded classifier. The LDA model supplies
the SVM model with topic features, and the final scene class label is obtained by
SVM. The procedure of P-LDA is illustrated in figure 2.

1. Quantization: This step is the same as the quantization step in C-LDA, where
the feature extracted from the basic elements is clustered into V bins by the
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k-means method. All the training images and test images are transformed into
the cluster labels (figure 2).

2. Training: All the training images are used to train one LDA model. In the
training process, the LDA model with (α, β), and the topic features {γd} of all
the training images, are obtained by equations (2) and (3). Meanwhile, the
topic features {γd} are used to train the SVM model. With the coordination of
the LDA model and the SVM model, the corresponding relationships between
the observed image w = (w1, w2, …, wN), the topic features, and the scene class
labels are built. After the training procedures of the LDA model and
SVM model are accomplished, the training step of the hybrid classifier is
complete.

3. Testing: For a test image wd = (w1, w2, …, wN), the topic features γd will be
acquired using the LDA model of the trained hybrid cascaded classifier.
Subsequently, the topic features γ will be classified by the other part of the
cascaded classifier, SVM, to determine the scene class.

By the application of the topic features {γd}, P-LDA has the capability to share the
topic space for all the scene classes.

3.2 The F-LDA strategy

Compared to forming the cascaded classifier using LDA and SVM in P-LDA, the
proposed F-LDA (figure 3) views LDA as the feature extractor and extracts the topic
features for all the images.

1. Quantization: This step is the same as (1) in P-LDA. By use of the k-means
method, all the images are quantized into cluster labels, which are used for the
further processing.

2. Topic feature extraction: In this step, the cluster label sequences of all the
images in D are used to generate the topic features {γd} by the estimation
procedure of the LDA model.

3. Classification: The topic features of all the training images are used to train
the SVM classifier. The scene class of the test image w is determined by

Test
images

Training
images

Scene 1

Quantization Classification

Training

Testing

Classifier

k-means

Scene 1
θ

Scene 1

Support vectors

Topic feature {γd}

Topic feature {γd}

LDA model

z w

β

SVM

Scene L

Scene L

Scene L

α

Figure 2. P-LDA strategy of scene classification based on LDA.
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classifying the topic features of the test image w using the trained SVM
classifier.

By considering the LDA model as a feature extractor, F-LDA can generate a shared
topic space for all the images.

4. Experimental results and analysis

4.1 Data sets and parameter settings

In this section, a series of experiments is designed to compare the performance of
C-LDA, P-LDA, and F-LDA. The experimental data set is constructed from 100
aerial orthophotographs with a spatial resolution of 0.61 m, acquired from the
USGS, covering Montgomery County, Ohio, USA. This data set contains 143,
133, 100, and 139 sample images with a size of 150 pixels × 150 pixels for four
scene classes: residential area (RA), farm (FA), forest (FO), and car park (CP),
respectively (figure 4).

In the experiments, the features extracted from the basic elements consist of the
means and standard variations of the basic elements, which will be quantized using
the k-means clustering algorithm. For the hybrid generative/discriminative strategies,
P-LDA and F-LDA, the SVM model is selected as the discriminative model, and the

(a) (b) (c) (d)

Figure 4. Four scene classes of aerial orthophotographs shown with natural colour, obtained
from the USGS, covering Montgomery County, Ohio, USA. (a) RA. (b) FA. (c) FO. (d) CP.

Test
images

Training
images

Scene 1

Quantization Topic feature extraction Classification

Classifier

Training

Testing

Scene L

Scene L

Scene L

Scene 1

z

β

θ wα

SVM

Scene 1

Topic feature {γd}

Support vectors

k-means

Figure 3. F-LDA strategy of scene classification based on LDA.
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training images are randomly selected from the whole image set. The topic number
K is varied from 10 to 70 with a step size of 5, and is selected according to equation
(4) by 3-fold cross validation technology. It is worth noting that the perplexity F(D)
in equation (4) decreases as the likelihood P(wd) increases, which means that a higher
value of F(D) is better. The classification results are evaluated by the confusion
matrix and overall accuracy. For each set of parameters, the scene classification is
executed 10 times to obtain the mean and standard deviation of the classification
accuracy.

FðDÞ ¼ exp �
XM
d¼1

lnPðwdÞ=
XM
d¼1

Nd

 !
(4)

4.2 Experimental results

With 50 images and a window size of 8 pixels × 8 pixels, the best classification
accuracies of C-LDA, P-LDA, and F-LDA are reached when the corresponding
number of clusters V is equal to 100, 100, and 400, respectively. The classification
accuracies are reported in table 1. From table 1, it can be seen that P-LDA improves
the accuracy by about 3%. The corresponding confusion matrixes of C-LDA,
P-LDA, and F-LDA are shown in tables 2(a), (b), and (c), respectively. The experi-
mental results shown in tables 2(a), (b), and (c), infer that P-LDA and F-LDA
improve the accuracy mainly in the FA scene class.

A set of experiments, with the number of clusters V varied from 100 to 500, are
conducted to test the influence of the cluster number when the number of
training images and window size are set to 50 and 8 pixels × 8 pixels, respectively
(figure 5(a)). Figure 5(a) shows that the proposed P-LDA and F-LDA outperform
the C-LDA as the number of clusters varies from 100 to 500, while the accuracy of
F-LDA is a little higher than P-LDA. The corresponding computation times are
reported in figure 5(b), which indicates that the computation cost of F-LDA is
almost three times as much as P-LDA and C-LDA. The computation costs of
P-LDA and C-LDA are comparable.

In order to evaluate the effect of the window size, scene classifications with three
different window sizes (5 pixels × 5 pixels, 8 pixels × 8 pixels, and 10 pixels × 10 pixels)
are performed using C-LDA, P-LDA, and F-LDA. The number of clusters V and
the number of training samples are set to 200 and 50, respectively. The results are
presented in figure 5(c), which indicates that P-LDA and F-LDA perform better than
C-LDA with window sizes of 8 pixels × 8 pixels and 10 pixels × 10 pixels. Although
C-LDA performs better than P-LDA and F-LDA with a window size of 5 pixels × 5
pixels, the classification accuracy is lower than the accuracy of P-LDA and F-LDA
with window sizes of 8 pixels × 8 pixels and 10 pixels × 10 pixels.

Table 1. The best classification accuracies of C-LDA, P-LDA, and F-LDA with 50 training
images and a window size of 8 pixels × 8 pixels.

Method C-LDA P-LDA F-LDA

Accuracy 0.925 ± 0.023 0.957 ± 0.0178 0.959 ± 0.017

1210 B. Zhao et al.
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A further set of experiments are designed to analyse the impact of the number of
training samples, where the training images for each scene class are randomly
selected (figure 5(d)). From figure 5(d), it can be seen that the classification accura-
cies of P-LDA and F-LDA are higher than C-LDA, while the accuracy of F-LDA is
the highest.

5. Conclusions

In this letter, two hybrid generative/discriminative scene classification strategies for
scene classification based on LDA are proposed to consider the correlations between
the generative topic spaces of the different scene classes by sharing the topic spaces
for all the scene classes. One of the proposed strategies, P-LDA, utilizes generative
model LDA as part of the classifier to generate the topic space over all the training
images, and employs another discriminative classifier (e.g., SVM) as the other part of

Table 2. Confusion matrixes of the three strategies. Numbers in the tables represent the
numbers of images. (a) C-LDA (overall accuracy 93.3%). (b) P-LDA (overall accuracy 95.9%).

(c) F-LDA (overall accuracy 96.2%).

(a)

Classes

Classification

RA FA FO CP Total

Reference data RA 92 10 0 4 106
FA 0 67 0 0 67
FO 0 1 50 0 51
CP 1 5 0 85 91
Total 93 83 50 89 315

(b)

Classes

Classification

RA FA FO CP Total

Reference data RA 89 1 0 7 90
FA 1 81 0 0 91
FO 0 0 50 0 50
CP 3 1 0 82 84
Total 93 83 50 89 315

(c)

Classes

Classification

RA FA FO CP Total

Reference data RA 86 0 0 4 97
FA 7 83 0 1 82
FO 0 0 50 0 50
CP 0 0 0 84 86
Total 93 83 50 89 315

Scene classification via LDA for HSR remote sensing imagery 1211
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P-LDA. The other proposed strategy, F-LDA, employs LDA as the topic feature
extractor to generate the topic space from all the training and test images, and
utilizes another discriminative classifier to classify the topic features. Compared to
the C-LDA strategy, which views LDA as the scene classifier and builds multiple
LDA models for each scene class separately, the experiments show that both pro-
posed strategies for scene classification based on LDA perform better than C-LDA.
Through the analysis of the effect of the cluster number on the scene classification, it
can be seen that the proposed hybrid generative/discriminative strategies, P-LDA
and F-LDA, tend to obtain better classification accuracies. Meanwhile, with the
different numbers of clusters, the computation cost of F-LDA is greater than P-LDA
and C-LDA, and the computation times of P-LDA and C-LDA are comparable. By
analysing the effect of the window size and the number of training samples, the
proposed strategies, P-LDA and F-LDA, both show stable characteristics.
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