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An Improved Nonlocal Sparse Unmixing
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Abstract—As a result of the spatial consideration of the im-
agery, spatial sparse unmixing (SU) can improve the unmixing
accuracy for hyperspectral imagery, based on the application of
a spectral library and sparse representation. To better utilize the
spatial information, spatial SU methods such as SU via variable
splitting augmented Lagrangian and total variation (SUnSAL-TV)
and nonlocal SU (NLSU) have been proposed. However, the spa-
tial information considered in these algorithms comes from the
estimated abundance maps, which will change along with the
iterations. As the spatial correlations of the imagery are fixed
and certain, the spatial relationships obtained from the variable
abundances are not reliable during the process of optimization. To
obtain more precise and fixed spatial relationships, an improved
weight calculation NLSU (I-NLSU) algorithm is proposed in this
letter by changing the spatial information acquisition source from
the variable estimated abundances to the original hyperspectral
imagery. A noise-adjusted principal component analysis strategy
is also applied for the feature extraction in the proposed algorithm,
and the obtained principal components are the foundation of
the spatial relationships. The experimental results of both simu-
lated and real hyperspectral data sets indicate that the proposed
I-NLSU algorithm outperforms the previous spatial SU methods.

Index Terms—Hyperspectral imagery, nonlocal, sparse unmix-
ing (SU), spatial information, weight calculation.

I. INTRODUCTION

HYPERSPECTRAL unmixing (HU) is one of the most
prominent research areas in hyperspectral data exploita-

tion, as it can infer the components of mixed spectra, known as
endmembers, and estimate the proportions (abundances) of the
corresponding endmembers [1]–[4]. In conventional spectral
unmixing, the endmembers contributing to the mixed pixel are
usually assumed to be known in advance, and unmixing can
be carried out by solving a constrained linear least squares
problem [5]. Unfortunately, what makes the traditional HU
fundamentally challenging is the fact that we often do not have
any prior knowledge about the endmembers.
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Sparse unmixing (SU) is described as a dictionary-based
semiblind HU technique, as a result of its application of a
spectral library and sparse regression, and it has been widely
studied [5]–[11]. Unlike the obligatory requirement for end-
members in the traditional spectral unmixing methods, SU
adopts a standard spectral library as its prior knowledge about
the endmembers and assumes that the observed hyperspectral
remote sensing imagery can be expressed in the form of a
linear sparse regression. Due to the potentially large spectral
library and the sparse existence of the endmembers in reality,
the fractional abundances are often quite sparse. To solve the
SU problem, SU via variable splitting augmented Lagrangian
(SUnSAL) [6] was proposed and has been successfully applied
in spectral unmixing.

As the research into SU has progressed, a number of
other spatial SU algorithms have been proposed, such as
SU via variable splitting augmented Lagrangian and total
variation (SUnSAL-TV) [7] and nonlocal SU (NLSU) [10].
SUnSAL-TV utilizes the spatial information in a first-order
pixel neighborhood system, whereas NLSU exploits the spatial
contextual information among all the possible self-predictions
in the abundance maps. Both sources of spatial informa-
tion rely on the estimated abundances. Unfortunately, esti-
mated abundances are often inaccurate and variable, as a
result of the effect of noise, which leads to inaccurate spatial
relationships.

In this letter, to obtain a more accurate and faithful spatial
correlation, an improved NLSU (I-NLSU) algorithm is pro-
posed. Since the weight in NLSU acts as the linkage of the
spatial information between each nonlocal neighbor, I-NLSU
computes the weights from the original imagery and treats the
original hyperspectral imagery as a unique and reliable spatial
contextual source. For the convenience of nonlocal spatial
information extraction or weight calculation, the noise-adjusted
principal component analysis (NAPCA) [12] is adopted here for
the main spatial correlation extraction. As the original hyper-
spectral image is fixed, the noise-adjusted principal components
are also fixed and can be obtained after the NAPCA process.
The spatial relationship or weight can be also determined at
the same time. Compared with NLSU computing the optimal
abundances with the changing spatial information, I-NLSU
improves the computational efficiency and accuracy.

The remainder of this letter is organized as follows. In
Section II, NLSU is reviewed, particularly the nonlocal spatial
consideration. The I-NLSU algorithm is described in detail
in Section III. Section IV presents the experimental results
and analysis with three hyperspectral data sets, together with
an efficiency analysis of the proposed approach. Finally, the
conclusions are drawn in Section V.
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II. NLSU

A. SU

y ∈ RL×1 denotes a mixed pixel, where L is the number of
spectral bands; M ∈ RL×q is the endmember set containing q
spectral signatures; and α ∈ Rq×1 is the corresponding abun-
dance vector. The linear mixture model (LMM) is shown in the
following equation as:

y = Mα+ n. (1)

With consideration of the ground truth, the abundance nonnega-
tive constraint (ANC) and the abundance sum-to-one constraint
(ASC) [13] are always imposed on the LMM as follows:

αi ≥ 0 (i = 1, 2, . . . , q) (2)
q∑

i=1

αi = 1. (3)

Differing from obtaining M by endmember extraction, SU
reformulates (1) by using a standard spectral library A known
in advance. Since only a few endmembers of A will be present
in mixed pixels, α contains only a few nonzero values, which
means it is sparse [14]. The SU model is rewritten as

y = Ax+ n (4)

where A ∈ RL×m, and x ∈ Rm×1 represents the abundance
vector corresponding to the library A. Considering the ANC
and ASC, the fully constrained SU optimization problem is
defined as:

min
x

‖x‖0 s.t. ‖y −Ax‖2 ≤ δ, x ≥ 0, 1Tx = 1 (5)

where ‖x‖0 is used to calculate the number of nonzero compo-
nents in vector x, and δ ≥ 0 represents the noise or model error.
However, since the l0 term in (5) is a typical NP-hard problem,
it can be relaxed to an l1-norm to obtain the sparsest solution
under certain conditions [15]. Therefore, (5) can be equivalent
to (6), shown as

min
x

‖x‖1 s.t. ‖y −Ax‖2 ≤ δ, x ≥ 0, 1Tx = 1 (6)

where ‖x‖1 =
∑m

i=1 |xi|, and xi represents the ith abundance
in x. To solve (6), SUnSAL and CSUnSAL (the constrained
version) were proposed and achieved better results. Unfortu-
nately, both SUnSAL and CSUnSAL focus on analyzing the
spectral information without considering any spatial correla-
tions potentially existing in the hyperspectral imagery [7].

B. NLSU

NLSU was proposed based on the basic SU model, and it
exploits all possible spatial information in the abundance maps
by means of a nonlocal means method [16]. NLSU combines
a nonlocal total variation regularizer with the sparse model
and makes systematic use of all possible self-predictions of the
abundances [10] during the process of abundance optimization.

Fig. 1. Flowchart of the I-NLSU algorithm.

The model of the NLSU algorithm is defined as follows:

min
X

1

2
‖AX−Y‖2F + λsp‖X‖1,1

+ λnlJNL-TV(X) + ιRm
+
(X) + ι{1}(X). (7)

The definition of the nonlocal spatial term is

JNL-TV(Xi,l) =
∑
j

Wi,j(Xl)Xj,l (8)

where Xi,l and Xj,l represent the ith and jth pixel of the lth
abundance map. W(Xl) denotes the weight of the nonlocal
spatial connection between different similar windows of Xl.
However, due to the inaccuracies of the estimated abundances
during the process of NLSU optimization, the weights change
along with the estimated abundances, which will inevitably lead
to unreliable spatial correlations and is not compatible with the
actual situation. Hence, NLSU can be improved by changing
the method of weight calculation.

III. I-NLSU

To exploit the spatial information with a high degree of
accuracy in SU, and to make full use of the nonlocal spatial
information, an I-NLSU algorithm is proposed. The proposed
I-NLSU consists of two steps.

1) The main information (principal components) is obtained
by the use of NAPCA from the original hyperspectral
imagery, and reliable weights are calculated between dif-
ferent similar windows in the first principal component.

2) The improved NLSU formula based on the improved
weights is then optimized.

The schematic of the I-NLSU is illustrated in Fig. 1.

A. The Role of Weight in Non-Local Spatial SU Framework

In non-local spatial SU framework, the nonlocal means total
variation regularization term is incorporated into the classical
SU model. In the non-local means method, the spatial relation-
ships between each similar window are measured by the degree
of similarity, denoted by weight shown as (9)

Wij = exp

(
− 1

h2
‖Pi −Pj‖2

)
(9)
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where Wij denotes the weight associated with pixels i and j,
and Pi and Pj represent the similar windows centered at pixel
i and j. ‖‖2 acts as the square of the Euclidean distance, and h
is a smoothing parameter, controlling the degree of filtering.

As the values of the weight illustrate the connections be-
tween the different patches, the critical problem for spatial
consideration in the nonlocal spatial SU framework is how to
compute the correlations between the nonlocal similar windows
to provide accurate and reliable spatial prior knowledge, which
is equivalent to finding the exact weights.

B. Comparison of Weight Calculation Methods

Unlike the weight calculation method in the previous NLSU,
[shown as (10)], I-NLSU obtains the weights from the original
hyperspectral imagery [calculated by (11)]. The method of
obtaining weights in I-NLSU is described in detail as follows.

In NLSU, the weight for the final abundances is obtained
from the intermediate estimated abundances (X), which are
changing all the time. However, the spatial information should
be constant in reality. In addition, in the nonlocal means
method, the processing objects are always single-band images
as one piece of the fractional abundance map serves as the
source of the nonlocal spatial correlations. Therefore, in this
letter, to get precise information from the original hyperspectral
data and to obtain a single-band image, NAPCA [12] is adopted
for finding the principal components, in accordance with the
image quality. The different weight calculation methods are
listed as (10) and (11). Formula (11) is the improved method
obtained from the first principal component (PC1), as proposed
in this letter

Wij = exp

(
− 1

h2
‖P(X)i −P(X)j‖2

)
(10)

Wij(YPC1) = exp

(
− 1

h2
‖P(YPC1)i −P(YPC1)j‖2

)

(11)

where P(X)i and P(X)j in (10) represent the similar win-
dows centered at pixels i and j in the abundance map X,
and P(YPC1)i and P(YPC1)j represent the similar patches
centered at pixels i and j in the first principal component (PC1)
of the original hyperspectral imagery.

C. Proposed Algorithm and Its Optimization

Based on the constant weights obtained in (11), the nonlocal
spatial correlation can be represented as

JNL-TV(Xi,l) =
∑
j

Wi,j(YPC1)Xj,l. (12)

The nonlocal spatial information can be improved based on
the reliable weights, and the final fractional abundances can be
optimized following model (7) with a fixed spatial similarity
degree, joining the sparsity of the abundance and the ASC
and ANC. In addition, the split augmented Lagrangian method
of multipliers [17] and the alternating direction method of
multipliers strategy [18] are employed to efficiently optimize
the I-NLSU model.

Fig. 2. Simulated data. (a) S-1. (b) Five spectra. (c) Real abundance images
and the first PC (grayscale). (d) S-2. (e) Nine spectra. (f) Real abundance images
and the first PC (grayscale).

IV. EXPERIMENTS AND ANALYSIS

The I-NLSU algorithm was coded in MATLAB 7.8.0. To
evaluate the performance of the proposed method, three hyper-
spectral data sets were used to make quantitative evaluations.
Consistent comparisons were made among SUnSAL, SUnSAL-
TV, and NLSU. The accuracy assessment of all the experi-
ments was made by the signal-to-reconstruction error (SRE),
defined as

SRE =
E
[
‖x‖22

]
E [‖x− x̂‖22]

(13)

SRE (dB) = 10 log10(SRE). (14)

A. Data Preparation

The first two data sets were simulated according to the
LMM, and they were both designed based on the U.S. Geo-
logical Survey (USGS) spectral library. Simulated data 1 (S-1)
was generated following the methodology in [7], with 75×
75 pixels and 224 bands per pixel, and five spectral signatures
were randomly selected from library A, which is denoted
as splib06 (http://speclab.cr.usgs.gov/spectral.lib06). The ASC
and ANC were imposed in each simulated pixel. The blocks of
the data set were constructed with pure spectral signatures, as
well as mixtures ranging between two and five endmembers,
and the background pixels were all mixtures of the five end-
members with fixed abundances. Finally, the data were contam-
inated by Gaussian noise (SNR = 10 dB). The simulated data 2
(S-2), with 100× 100 pixels and 221 bands per pixel, was cre-
ated as a standardized simulated data set for benchmarking the
accuracy of the spectral unmixing techniques provided in the
HyperMix tool [19]. The nine endmembers for the simulation
were randomly selected from the USGS library after removing
certain bands. Finally, zero-mean Gaussian noise was added
(SNR = 10 dB). Fig. 2 shows the two simulated datasets.

The real hyperspectral data set (R-1) is a 128× 64 subset,
with 46 bands in each pixel, which was acquired by the Nuance
NIR imaging spectrometer (650–1100 nm and 10-nm spectral
interval) in November 2013. The spectral library used for
R-1 was collected from other Nuance data sets obtained by the
same spectrometer during the same time period and contains
70 pure materials. R-1 consists of more than eight kinds of
land cover, including wood (1), fresh grass (2), dead leaves
(3), gravel (4), background (5), shadow (6), ceramic bowl (7),
and acrylic shoelaces (8), as shown in Fig. 3(d). To better
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Fig. 3. R-1 data set. (a) R-1. (b) Spectral library. (c) Eight spectra.
(d) Classification result. (e) Approximate true abundance maps and the first
PC obtained from NAPCA (upper right).

Fig. 4. Estimated abundances of the endmembers for S-1, S-2, and R-1.

assess the performance of the unmixing algorithms, a high-
spatial-resolution digital image of the same scene was taken
on the same day with a digital camera (384× 192) , and this
image was used for reference of the ground truth [20]. After
geometrical calibration, objected-oriented classification, and
downsampling were undertaken, the approximate true abun-
dance maps were obtained.

B. Results and Analysis

The performance of the proposed I-NLSU was tested using
the above three hyperspectral data sets. Parts of the results
obtained from S-1, S-2, and R-1 with the SUnSAL, SUnSAL-
TV, NLSU, and I-NLSU algorithms are shown in Fig. 4 and the
quantitative assessments are listed in Table I.

In Fig. 4, the estimated abundance maps show the effective-
ness of each algorithm. For the abundance maps of the S-1-
ED1 endmember, the abundance values of the background are
all 0.1149, whereas the values in the second column (first line)
of squares are all 0 (the same as the third column, first line,
and the fourth and the fifth columns, first line) and are therefore
smaller than the background’s abundances and should be darker
than the background. However, due to the impact of the total
variation regularization or nonlocal means (including nonlocal
total variation) spatial consideration methods, the squares near
the first column and the first line of squares (whose abundance

TABLE I
SRE (IN DECIBELS) VALUES OF THE ESTIMATED ABUNDANCE MAPS

values are all 1), together with their neighborhood pixels, are all
smoothed, and the abundance values are changed to be bigger
than the truth, which is the same as with S-1-ED5 and S-2-ED9.

In general, it is shown in Fig. 4 that I-NLSU can obtain more
accurate abundances than the other two spatial SU methods,
SUnSAL-TV and NLSU, as their spatial correlations are ac-
quired from the variable estimated abundances, which change
in the optimization process. However, the I-NLSU algorithm
can precisely capture most of the spatial relationships from
the original hyperspectral imagery after the feature selection
strategy, NAPCA, and fortunately, the correlations are definite
and more exact, which can be proved from the results in Fig. 4.
In summary, the improvements are due to the special method of
weight calculation.

Taking S-2-ED9 in Fig. 4 as an example, it can be seen that
the abundances obtained from I-NLSU are closer to the true
abundances, particularly in the details, background, and ho-
mogeneous regions. Furthermore, for S-2-ED1 with SUnSAL-
TV, the final abundance map seems to be much smoother to
obtain the highest SRE (in decibels), and the highest abundance
is only 0.5395, which is much less than the original highest
abundance truth of 1. However, NLSU and I-NLSU achieve
relatively accurate results, which are closer to 1.

In addition, the ASC and ANC are often imposed on the
objective function in unmixing problems due to the physical
composition of a mixed pixel. The two constraints work well
for simulated data sets as they are simulated under restrictive
assumptions; however, the reality is often different. This is why
the abundance values may have some negative values or values
greater than 1, and the maps display negative and/or abundance
values greater than 1, such as R-1-ED8, in the real hyperspectral
data set.

Compared with the classical SU method, i.e., SUnSAL, the
spatial SU approaches, i.e., SUnSAL-TV, NLSU, and I-NLSU,
show prominent superiority in noise suppression, particularly
in the background and large homogenous areas, because they
not only consider the sparsity of the abundance maps but
also exploit the spatial prior information. Due to the poor
quality of the original image, the weights obtained from the
principal components are inevitably influenced. However, the
final abundances of I-NLSU have suppressed many outliers
and obtained a much smoother characterization than the other
approaches. The unmixing results of R-1 illustrate the different
characteristics of each algorithm. Compared with the spatial SU
techniques, SUnSAL only focuses on the spectral analysis and
neglects the important neighborhood relationships, leading to
insufficient consideration of each endmember, and lower SRE
(in decibels) values.

Table I lists the SRE (in decibels) values of the above
hyperspectral data sets and gives a quantitative assessment
for the performance of SUnSAL, SUnSAL-TV, NLSU, and
I-NLSU. The SRE (in decibels) values of I-NLSU are clearly
higher than those of the other methods, improving the SRE
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TABLE II
EXECUTION TIMES OF NLSU AND I-NLSU FOR S-1, S-2, AND R-1

(in decibels) from 3.9402, 4.5724, and 1.4692 of SUnSAL
to 14.6913, 10.2450, and 3.3991 for S-1, S-2, and R-1, re-
spectively. The table also indicates the importance of spatial
consideration in the unmixing problem, in which all the spatial
SU methods exhibit advantages over the classical SU technique,
SUnSAL. With regard to the NLSU algorithm, the SRE (in
decibels) values obtained from I-NLSU are a little higher,
and the improvements are mainly due to the novel method of
weight calculation in the nonlocal means spatial consideration.
Generally speaking, the proposed I-NLSU can better suppress
outliers in the spatial consideration and can efficiently increase
the unmixing accuracy.

C. Efficiency Analysis

Due to the different methods of obtaining the spatial correla-
tions, the execution times of NLSU and I-NLSU are different.
In I-NLSU, the definite nonlocal relationships, or the weights,
can be obtained as soon as the NAPCA process is completed,
and we then save them in memory. Hence, during the following
optimization calculation, the weights can be reused in the
process of iteration. However, the NLSU algorithm needs to
compute the weights following the updating of the estimated
abundances. Since the difference between NLSU and I-NLSU
lies in the method of weight computation, the efficiency of
I-NLSU is much higher than that of NLSU.

To illustrate the efficiency, Table II lists the execution times
of NLSU and I-NLSU for S-1, S-2, and R-1. All the algorithms
were implemented using MATLAB 7.8.0 on a desktop PC
equipped with an Intel Core i3-2100 CPU (at 3.10 GHz) and
8.00 GB of RAM. It can be observed in Table II that the
execution times of I-NLSU are all less than for NLSU. A
significant decrease in execution time appears in the R-1 data
set, which was set as 200 times iterations in the experiment,
whereas the other simulated data sets were all set as 100 times.
The main reason for the small gap in execution time between
NLSU and I-NLSU lies in the Visual C++ 6.0 programming
platform, on which the weight computing process is coded as
the efficiency is quite high.

V. CONCLUSION

In this letter, an improved NLSU algorithm (I-NLSU) has
been proposed. Unlike the previous spatial SU approaches,
which obtain the spatial correlations from the estimated abun-
dances, I-NLSU exploits the fixed spatial information from the
original imagery by the use of the NAPCA feature selection
strategy. To illustrate the advantage of I-NLSU, SUnSAL,
SUnSAL-TV, and NLSU were used as a comparison with both
simulated and real hyperspectral datasets. Due to the accurate
weights derived from the original imagery, I-NLSU achieved
better unmixing results with both the simulated and the real
data sets. The experimental results also confirm the ability
of I-NLSU to consider the spatial relationships in spectral
unmixing. In addition, the novel weight calculation method

for the non-local spatial consideration improves the efficiency
of the NLSU approach. Our future research will address the
computational complexity, and more real hyperspectral data
sets will be utilized to further test the I-NLSU algorithm.
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