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Abstract—In this letter, a change detection algorithm based
on pulse-coupled neural networks (PCNN) and the normalized
moment of inertia (NMI) feature is proposed for high spatial
resolution (HSR) remote sensing imagery. To better analyze a
large remote sensing image, the whole image is divided into
blocks by the use of a deblocking mechanism. The PCNN model
is utilized to obtain the initial binary image, and the NMI fea-
ture is calculated based on the binary image to detect the hot
spot changed areas. Finally, the changed areas are processed by
expectation–maximization to obtain the final change map. The ex-
perimental results using QuickBird and IKONOS images demon-
strate that the proposed algorithm has the ability to provide better
change detection results for HSR images than the traditional
PCNN change detection algorithms.

Index Terms—Change detection, high spatial resolution (HSR)
imagery, normalized moment of inertia (NMI) feature, pulse-
coupled neural networks (PCNN), remote sensing.

I. INTRODUCTION

CHANGE detection is a key process in many applications
utilizing remote sensing images, and it is the process that

leads to the identification of change that has occurred on the
Earth’s surface by jointly processing two (or more) images
acquired from the same geographical area at different times [1].
The accurate change detection of remote sensing images has a
wide range of uses, including land use/cover change monitor-
ing, urban growth studies, risk assessment, and environmental
investigation [2]. With the increasing availability of high spatial
resolution (HSR) remote sensing images (e.g., IKONOS and
QuickBird) covering the same geographical area, it is possible
to identify detailed changes occurring at the level of ground
structures such as buildings [1]. In the remote sensing field, a
variety of different change detection algorithms have been de-
signed and proposed in the past, such as image differencing [3],
change vector analysis [4], principal component analysis [5],
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and the expectation–maximization (EM) algorithm [6]. These
previous studies have mainly focused on low and medium
spatial resolution images. In contrast, HSR remote sensing
images have more spatial details (e.g., shapes of buildings),
and the spatial relations between adjacent pixels are particularly
important. Spatial-context-based change detection algorithms
[7], the GeoCDX system [8], and neural network algorithms
[9], [10] have also been proposed for use with HSR images.

For HSR remote sensing imagery, new problems due to
the sheer amount of data need to be solved. In [11], a novel
approach based on pulse-coupled neural networks [12], [13] for
image change detection (PCNNCD) was proposed. PCNN is a
relatively new technique that is based on the implementation of
the mechanisms underlying the visual cortex of small mammals
[12] and has already been applied in many different fields
[14]–[16], such as image segmentation [17], [18], satellite
image segmentation [19], texture retrieval [20], image fusion
[21], and change detection [22]. In PCNNCD, the whole HSR
image is divided into many small scenes, and the “hot spot
changed areas” (areas of an image where a significant change
occurred) are detected by measuring the similarity between
the PCNN signal associated with the former image and the
one associated with the latter. The experimental results show
that this approach is appropriate for change detection, due to
the fact that it is context sensitive and lends itself to object
analysis. In addition, the “hot spot area” is the whole changed
area; that is, all the pixels in the “hot spot area” are considered
as the changed pixels, which can result in important detailed
information of the area being lost.

In this letter, a modified PCNN change detection algorithm
(MPCNNCD) is proposed by combining PCNN with the nor-
malized moment of inertia (NMI) feature for HSR imagery. In
MPCNNCD, a deblocking mechanism [23] is used to overlap
between different blocks (scenes) to overcome the problem of
the whole hot spot changed area. To better detect the hot spot
changed areas, a new correlation method based on the NMI
feature is proposed, in which the NMI feature can be extracted
from a binary PCNN image. Furthermore, the NMI feature
is easy to obtain and is invariant to scale, shift, or rotation
[24]. Finally, for the detected hot spot changed areas, the EM
algorithm is utilized to get the final detailed change map for the
hot spot areas.

This letter is organized as follows. Section II briefly describes
the background of PCNN and change detection and details
the proposed MPCNNCD. Section III presents the qualitative
and quantitative experimental results, and Section IV concludes
this letter.
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Fig. 1. Structure of the PCNN.

Fig. 2. Flowchart of MPCNNCD.

II. CHANGE DETECTION BASED ON PCNN AND

THE NMI FEATURE FOR HSR IMAGERY

In this letter, a modified change detection algorithm based
on PCNN and the NMI feature (MPCNNCD) is proposed for
HSR remote sensing imagery. PCNN is a biologically inspired
neural network [12], which differs from the general artificial
neural networks in having only a single layer formed by a 2-D
array of laterally linked pulse-coupled neurons, and does not
require any training. The relationship between image pixels
and the network neurons is a one-to-one correspondence [17],
[18]. In the standard PCNN model, the PCNN neuron consists
of three parts: the dendritic tree, the linking modulation, and
the pulse generator, as shown in Fig. 1 [15]. The role of
the dendritic tree is to receive the inputs from two kinds of
receptive fields. Depending on the type of receptive field, it
is subdivided into two channels (the linking and the feeding).
The linking receives a local stimulus from the output of the
surrounding neurons, whereas the feeding, as well as the local
stimulus, still receives an external stimulus [21].

It has been proved that the time signature by PCNN is in-
variant to geometrical changes due to the viewing aspect, trans-
lation, scale, rotation, and scene illumination [13]. To utilize
these features and improve the change detection accuracy, the
proposed MPCNNCD combines PCNN and the NMI feature
to perform the task of change detection for HSR imagery. The
flowchart of MPCNNCD is shown in Fig. 2, and the steps are
as follows.

A. Deblocking Mechanism for HSR Images

In order to obtain the change map, a deblocking mechanism
[23] is employed for the high-resolution remote sensing images.
Because the inconsistent results may appear at the edge areas
between different blocks in the original PCNNCD algorithm
[11], this study uses an overlap between the different blocks
to overcome this problem, i.e., the deblocking mechanism. The
proposed algorithm deals with a larger part of the image, then
crops the central part and uses it as the result.

Fig. 3. Deblocking mechanism.

In Fig. 3, the area inside the solid line is saved as the output
result. The following steps are based on these blocks. Assuming
that the size of an image T1 is P ×Q and the block size is
p× q, when dealing with the blocks by adopting the deblocking
mechanism, the real processing part is (p+ 2m)× (q + 2n),
where m and n are greater than 0. After this step, the original
images at the different times, i.e., T1 and T2, will have been
divided into many blocks, i.e., X1[u] and X2[u], and u =
1, . . . , UX , where UX represents the number of blocks. These
blocks are then processed by PCNN.

B. Initialization of MPCNNCD

The initialization stage can be thought of as a data prepro-
cessing stage. The PCNN model is described as follows [16]:

Fij [n] = e−αF Fij [n− 1]+VF

∑
kl

MijklYkl[n− 1]+Sij (1)

Lij [n] = e−αLLij [n− 1] + VL

∑
kl

WijklYkl[n− 1] (2)

Uij [n] =Fij [n](1 + βLij(n)) (3)

Yij [n] =

{
1, if Uij [n] > Eij [n− 1]
0, otherwise

(4)

Eij [n] = e−αEEij [n− 1] + VEYij [n] (5)

where the indices i and j refer to the pixel location in the image
or the block, k and l refer to the dislocation in a symmetric
neighborhood around one pixel, and n denotes the current iter-
ation (discrete time step), which ranges from 1 to N (N is the
total number of iterations). The dendritic tree is given by (1) and
(2). The two main components F and L are called feeding and
linking, respectively. wijkl and mijkl are the synaptic weight
coefficients, and S is the external stimulus. VF and VL are the
normalizing constants. αF and αL are the time constants, and
generally, αF < αL. The linking modulation is given in (3),
where Uij [n] is the internal state of the neuron. β is the linking
parameter, and the pulse generator determines the firing events
in the model in (4). Yij [n] depends on the internal state and
threshold. The dynamic threshold of the neuron is (5), where
VE and αE are the normalized constant and time constant,
respectively. A detailed description of the implementation of
the standard PCNN model and the functions of these parameters
can be found in [14]–[16].

In (1)–(5), matrices F , L, U , E, and Y are all initialized as
a zero matrix in the first iteration. Matrix S represents the input
image. Each element in matrix S is the digital number value of
the pixel.
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C. PCNN Processing

After the initialization of MPCNNCD, the next step is the
iteration of the proposed algorithm. The algorithm is iteratively
executed by computing (1)–(5) until the stopping condition is
met, i.e., the user-defined iteration number. In this step, the ini-
tial binary images for all the blocks at different times, i.e., Y1 =
{Y1[u], u = 1, . . . , UX} and Y2 = {Y2[u], u = 1, . . . , UX}, are
obtained by the use of (4) in the PCNN model, where UX

represents the number of blocks.

D. Hot Spot Area Detection Based on NMI Feature Extraction

In the original PCNNCD, the average time signatures are
utilized to detect the hot spot areas, as follows [11]:

G[u][n] =

∑
ij

Yij [n]

p× q
, 1 ≤ i ≤ p; 1 ≤ j ≤ q (6)

where p and q represent the numbers of rows and columns,
respectively. In PCNNCD [11], for the uth block at times
T1 and T2, G1[u] = {G1[u][n]}, G2[u] = {G2[u][n]}, and the
correlation values are calculated to detect the changed and
unchanged areas. It should be noted that the average of the
time signatures, i.e., G[u][n], is the average number of neurons
that are activated in each iteration, and it does not indicate
the detailed distribution. That is, G[u][n] may be the same or
similar for different binary images.

To solve this problem, in MPCNNCD, the correlation values
between the different blocks at different times are calculated by
the NMI feature [24], which is the normalized form of the mo-
ment of inertia. The moment of inertia considers the mass distri-
bution to calculate the inertia of a rotating object by the formula
J=

∑N
i=1mir

2
i . mi is the ith mass of the object with N mass in

total, which can be equal to the value of the intensity of a pixel,
considering the pixel as a particle for a gray image. ri represents
the distance from the axis of rotation. The moment of inertia is
therefore invariant to translation and rotation, depending on the
position of the axis of rotation and on the mass of the rotating
object. For the binary image obtained by the PCNN processing
step, the moment of inertia around the gravity center (ig, jg) is

Jigjg =

p∑
i=1

q∑
j=1

[
(i− ig)

2 + (j − jg)
2
]
Yij (7)

ig =

p∑
i=1

q∑
j=1

i× Yij

p∑
i=1

q∑
j=1

Yij

jg =

p∑
i=1

q∑
j=1

j × Yij

p∑
i=1

q∑
j=1

Yij

. (8)

To achieve the scaling invariance, the NMI is given by
dividing the mass of the binary image, i.e.,

NMI = λ =

√
Jigjg
m

m =

p∑
i=1

q∑
j=1

Yij (9)

where m is the mass of the binary image and is equal to the sum
of all the pixel values for the 2-D binary image Yij with size
p× q. Therefore, translation and rotation invariance is achieved
by the moment of inertia for the binary image, and scaling
invariance is achieved by dividing the mass of the binary image.
These invariance properties of the NMI are helpful for object
discrimination [24].

For the binary images of the uth block obtained by the PCNN
model, i.e., Y1[u] and Y2[u], at different times, the corresponding
NMI feature vectors, i.e., λ1[u]={λ1[u][n], n=1, . . . , N} and
λ2[u]={λ2[u][n], n=1, . . . , N}, are calculated when the itera-
tion number n is changed from 1 to N , respectively. λ1={λ1[u],
u=1, . . . , UX} and λ2={λ2[u], u=1, . . . , UX} represent the
NMI feature vectors of the whole images at different times.

E. Change Detection Processing

For the NMI feature vectors of the uth block at different
times, i.e., λ1[u] and λ2[u], the correlation coefficient between
the NMI feature vectors, i.e., λ1[u] and λ2[u], is calculated as
follows:

ρλ1[u]λ2[u]

=

∑
λ1[u]λ2[u]−

∑
λ1[u]

∑
λ2[u]

N√(∑
λ1[u]2 − (

∑
λ1[u])

2

N

) (∑
λ2[u]2 − (

∑
λ2[u])

2

N

) .

(10)

If the correlation coefficient is larger than an experiential
value, e.g., 0.5, the block can be considered as an unchanged
area. If not, the block is known as a hot spot area and is
considered to be a changed area.

For the detected changed area (block), the EM algorithm
[6] is utilized to obtain the final change map of the changed
block using the original images at different times. Compared
with the previous change detection algorithms based on the EM
algorithm for a whole image, the proposed algorithm only uses
the EM algorithm to process the hot spot changed area obtained
by PCNN and NMI. As a result, the proposed algorithm can be
used for very large remote sensing images.

F. Stopping Condition

This process repeats from Step B to Step E until all the blocks
are processed. The final change map is the output.

III. EXPERIMENTS AND ANALYSIS

The aforementioned algorithm was coded in Visual C++ 6.0
and was tested on different HSR images. Comparisons be-
tween the proposed MPCNNCD algorithm and the traditional
change detection algorithms of the change detection algorithm
based on EM (EMCD) and the PCNNCD algorithm [11] were
completed. An estimation of the change map accuracy for the
various methods is provided.

A. Description of the Data Sets

In order to test the effectiveness of the proposed method,
two multitemporal data sets were used. The first data set was
obtained by QuickBird, with a spatial resolution of 0.6 m. The
images (400 × 400 pixels) were acquired in 2002 and 2005
from Wuhan University, Wuhan, China, as shown in Fig. 4(a)
and (b), respectively. The main land types are grass, road, and
building. The ground truth of the change detection mask for the
test area is shown in Fig. 4(c). The second data set (400 × 400
pixels, 0.6 m) was acquired by IKONOS in 2002 and 2004, as
shown in Fig. 5(a) and (b). Its main land types are grass, road,
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Fig. 4. QuickBird data set. (a) QuickBird image from 2002. (b) QuickBird
image from 2005. (c) Ground truth mask.

Fig. 5. IKONOS data set. (a) IKONOS image from 2002. (b) IKONOS image
from 2004. (c) Ground truth mask.

Fig. 6. Sensitivity analysis in relation to the parameters for the QuickBird
imagery. (a) β. (b) VF . (c) VL. (d) VE .

building, and water. The ground truth of the change detection
mask for the test area is shown in Fig. 5(c), which distinguishes
the changed and unchanged areas.

B. Design of the Experiments

In the two experiments, certain parameters have less impact on
the change detection performance, so that they could be chosen
as follows, based on experience. αF =0.1, αL=1.0, αθ=1.0,
iteration number = 20, and the synaptic weight coefficients
matrix M=W =[ 0.707 1 0.701; 1 1 1; 0.707 1 0.707 ].
For the other parameters, they were set based on a sensitivity
test to tradeoff between missed alarms and overall errors. The
sensitivity analysis using the QuickBird data is reported in
Fig. 6, showing the relationship between the overall errors and
each parameter. To analyze the sensitivity in relation to one of
the parameters, the other parameters were set to be constant,
as follows: β=0.1, VF =0.1, VL=0.2, and VE=5000. The
related parameters could then be selected in a certain range, as
follows: β, VF , and VL were set from 0–1, with an interval of
0.1; and VE was set from 0–10000, with an interval of 1000.

The other parameters were therefore selected based on the
sensitivity test to tradeoff between missed alarms and overall
errors, as follows. In the QuickBird experiment, β = 0.1, VF =
0.1, VL = 0.2, and VE = 5000, whereas β = 0.2, VF = 0.2,
VL = 0.2, and VE = 3000 in the IKONOS experiment. Note
that β was set to be 0.3 in the sensitivity analysis to obtain the
minimum number of overall errors. The size of the blocks was
set to 20×20 according to the size of the original image, and the
overlap size was 4 for the 400×400 original image. In EMCD,
the thresholds of change detection were 40 and 214, as obtained
by the EM algorithm, for the two images, respectively.

Fig. 7. Change detection results for the different methods with the QuickBird
imagery. (a) EMCD. (b) PCNNCD. (c) MPCNNCD.

Fig. 8. Change detection results for the different methods with the IKONOS
imagery. (a) EMCD. (b) PCNNCD. (c) MPCNNCD

TABLE I
COMPARISONS OF THE DIFFERENT CHANGE DETECTION APPROACHES

C. Experimental Results and Analysis

Figs. 7(a)–(c) and 8(a)–(c) show the change detection results
by the use of EM, PCNNCD, and MPCNNCD for the Quick-
Bird and IKONOS images, respectively. The visual compar-
isons of the three change detection algorithms show varying
degrees of accuracy in pixel assignment. Compared with the
ground truth mask in Figs. 4(c) and 5(c), PCNNCD and MPC-
NNCD have better visual change detection results and have
fewer false changed areas. Compared with the PCNNCD results
shown in Figs. 7 and 8, some of the improved change detection
results for MPCNNCD for the changed areas are highlighted by
red boxes, where it can be seen that PCNNCD lost these areas.
As a result, MPCNNCD can achieve better visual accuracy not
only in the changed areas but also in the unchanged areas.

To evaluate the classification performances of the different
change detection algorithms, the overall change detection error,
the number of false alarms, and the number of missed alarms
are utilized. Table I demonstrates the results of the comparisons
between the ground truth mask and the change detection results
obtained by EM, PCNNCD, and MPCNNCD. The total number
of changed pixels is 16 935 and 24 244 for the QuickBird and
IKONOS images, respectively.

From Table I, it is apparent that PCNNCD and MPCNNCD,
with fewer overall errors, produce better change detection re-
sults than the EM algorithm. This is because they are based on
PCNN models that are combined with the spatial information.

To clearly describe the process of MPCNNCD, the interme-
diate results for the QuickBird image are reported in Fig. 9,
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Fig. 9. Intermediate results of MPCNNCD for the QuickBird image.

Fig. 10. Comparisons of the different change detection algorithms based on
PCNN. (a) QuickBird block in 2002. (b) QuickBird block in 2005. (c) Feature
image of PCNNCD [11]. (d) Feature image of MPCNNCD.

according to the flowchart of MPCNNCD. In the MPCNNCD
algorithm, the binary image can be obtained using the PCNN
model and the NMF feature to detect the hot spot changed areas.
Finally, the EM algorithm is utilized to obtain the final change-
detection-algorithm-based hot spot changed areas.

In addition, to describe the difference between the PCNNCD
and MPCNNCD algorithms, a simple example is shown in
Fig. 10, where three main changed areas in red boxes are
noted. However, in the feature image of PCNNCD, the feature
curves at different times are very similar; that is, they will
be misclassified as an unchanged area. However, MPCNNCD
can obtain the correct results when the feature curves are
different. In addition, MPCNNCD utilizes the EM algorithm to
obtain the final change map for the hot spot areas and provides
more detailed information. As discussed in the experiments,
these results demonstrate that MPCNNCD is a better change
detection algorithm than the traditional PCNN change detection
algorithms for HSR imagery.

IV. CONCLUSION

A modified change detection technique based on the PCNN
model and the NMI feature, namely MPCNNCD, has been
designed and implemented in this letter. The proposed algo-
rithm utilizes the PCNN model to obtain the binary image,
which can be combined with the spatial contextual informa-
tion in the neighborhood of each pixel. The NMI feature is
then used to detect the hot spot changed areas. In addition,
MPCNNCD utilizes the EM algorithm to obtain a precise
change map. Compared with the traditional change detection
methods, the qualitative and quantitative results show that the
proposed method produces fewer overall errors for both the
QuickBird and IKONOS images. Consequently, MPCNNCD
provides an effective option for HSR image change detection.
In our future work, we will investigate how to automatically set
the parameters for the method [17], and larger data sets will be
processed.
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